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4.3 Monte Carlo with software signals

The event search algorithm should optimally detect a signal, built on a template with the same 
parameters of the filter, added to the input stream. This is the minimum request for the data 
analysis to be consistent, and it is sensitive to fast transient and spurious events. As a by-product 
it gives the empirical distributions for amplitude and timing errors, and for goodness-of-the-fit test 
statistic. 

4.3.1 Introduction and implementation
While the best way to calibrate a bar detector for burst detection is of course to inject a 

mechanical pulse with calibrated amplitude, for certain purposes we do not need to actually 
disturb the system. In the rest of the section we assume that the system is perfectly linear (no 
cross-talks between signal and noise) and the transfer function is exactly known. Under these 
circumstances, we can perform a software version of the “kick and look” calibration 
procedures, which in the worse case is a null test, but can also point out interesting statistical 
parameters like biases in the timing error or the detection efficiency, whose scaling laws can 
be only roughly determined by theoretical calculations. The good of a software pulse is that 
as it is numerically added to the data it can also be exactly removed. And there is no limit in 
the number of pulses we can inject, apart from availability of computational time. 

The software used to produce the following analysis is still test-type, and is not linked to 
the current stable release of the online analysis. It uses the filtered decimated data already 
archived to disk, which must preliminarily be resampled to about 5 kHz in order to apply 
the peak interpolation routine (see 4.1.3 for details). 

The time stretch modified with the added SW pulse is taken long enough that its length 
plays no role in the results (see Figure 65). In practice, everything goes as the entire data 
stream was analyzed, with but one single pulse added each time. 

In the following two paragraphs we shall give a demonstration of two different 
applications of this software tool. 
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4.3.2 Determining amplitude and timing error distributions
In this first example on a stretch of time lasting about one hour (UTC 1h 4-Jul-1999) a series of 
SW events were sent regularly spaced at a constant rate of one per second, and cycling at 
each time step over a discrete set of absolute amplitudes, which were chosen so to span a 
range of SNR from 32 down to 1. 
Have a look at Figure 66. What is happening at low SNR? Remember that event search is 
basically a nonlinear algorithm based on threshold crossing, which naturally enhances the 
extremes of the input stochastic process. If the signal dominates, the result is approximately 
equivalent to a linear problem and the estimated amplitude is a normal unbiased RV. When 
SNR≈2 nonlinear biases are showing up22. To see the problem in another way, we may point 

                                                      
22 Even when there is no signal, SNR=0, the event search algorithm keeps producing full length
event lists with amplitudes different than zero!
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Figure 65. Appearence of a software added signal pulse (SW-event) in the filtered data after the peak interpolation 
routine, at various SNR’s. The event injection time is in the middle of the buffer. The total duration of this stretch 
of data is set to 14 times the time constant of the filter, therefore the residual amplitude of the signal at the 
extremes is decayed of a factor 103. 
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out that at such low SNR the background events are likely to dominate over the real ones 
(see Figure 71). The event amplitude would be just too low to be detected above any 
reasonable threshold, and when the latter starts to be unreasonably low then the greater noise 
fluctuations are picked up irrespective to the injected signal (which plays the role of a 
disturbance … to the noise itself!). These picked up events should in fact be properly 
considered false alarms. 
The time error statistic at low SNR seems to confirm this reasoning. In Figure 67 (a,b) there is 
almost no sign of phase information, and the phase error appears scattered everywhere 
between 0 and 2π. The peak error in Figure 68 (a) appears very broadband, with just a small 
increase of the counts at zero delay. The broadband component in fact has two slowly 
decaying exponential queues (not shown in the figure), and this is exactly the behavior we 
expect with the procedure described above for a “null” signal. In fact, it should be remarked 
that the event search was not at all “blind”, it was triggered by the a priori knowledge of the 
exact time of arrival of the pulse. Moreover there is a one to one correspondence to sent 
pulses and found events. Therefore, even with SNR=0 we expect the “nearest found” time 
error statistics to be Poissonian (i.e. exponential tailed density function), due to the random 
nature of the noise fluctuation extremes after decorrelation. 
The conclusion from Figure 66, Figure 67 (c-f) Figure 68 (c-f) is that as long as the SNR is 4 or 
above, the amplitude deviates are modeled by a zero mean normal RV, and the variance of 
the amplitude error is an estimator of the variance of the underlying Gaussian stochastic 
process. The time error approaches the linear solution we anticipated in 1.3.3. 
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Figure 66. Histograms of the detected deviates of event amplitudes, when the event original amplitude is set at discrete 
levels, with a range of corresponding SNR’s from 1 to 32. At high SNR the histograms reproduce the zero-mean Gaussian 
density function of the underlying gaussian stochastic noise. At SNR=2 the regime is manifestly no more linear, and a bias 
toward grater amplitudes appears. 
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Figure 67 – (above) Phase error histograms relative to the example described in 4.3.2. Notice that ±±±±270µµµµs were the extremes 
values that the phase error could take. Therefore in (a,b,c) the abscissa spans almost the entire range of the phase error. 

Figure 68 – (below) Peak error, expressed in integer number of peaks, for the example described in 4.3.2. Notice that in (a,b,c) 
are still clearly visible the side-peaks due to beat oscillations, while in (d,e,f) only the main lobe appears.  
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4.3.3 Determining the detection efficiency
To affirm the detection efficiency as a function of SNR at the 1‰ level we used 1 hour 

long time stretches. They are then subdivided in 20s time spans, like the sample shown in 
Figure 69 and Figure 70, 400 SW-events were sent with amplitudes packed between SNR=2 
and SNR=12. Most of them were detected in the linear regime, and this gives us the ability of 
determine with a fair significance a few interesting statistical parameters, like the first few 
moments of the amplitude error density. Notice that recursive reasoning is implied, because 
we have first to determine with a coarse approximation what is the standard deviation of the 

b) a) c) 

d) e) f) 

b) a) c) 

d) e) f) 
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amplitude noise, in order to select only results coming from SNR above 4. For the example 
discussed here, we stopped the recursion after one cycle. 

We define within each 20s sample the “sent” signal-to-noise-ratio as the ratio of the 
original amplitude of the SW event and the mean square deviation of the measured 
amplitude. In a similar way we define the “detected” SNR using the final amplitude 
measured by our procedure. Finally, the estimator of the detection efficiency is defined as the 
ratio of the counted events over the total of SW events sent in a narrow SNR range. The 
results are shown in Figure 72. 

 

Figure 69. (above) A sample representation of 20 seconds 
of filtered data (200÷÷÷÷220 from UTC 1h 4-Jul-1999) after the 
peak interpolation routine (positive vartical axis only). 
The blue spots represent the background events at the 
output of the event search algorithm. The empty circles 
target the initial time and amplitude of more or less 
randomly distributed software pulses, with original 
amplitude spanning from SNR as low as 2 to SNR=12. The 
vertical and orizontal bars are a measure of the time and 
amplitude displacement of detected SW events. It is 
noticeable that for a few very low SNR events the time 
displacement is huge, and you can see pretty well why: in 
each case a nearby fluctuation of the noise was slightly 
favoured by the decorrelation algorithm.  

Figure 70. (right) a 2-dim histogram of measured vs 
original amplitude, for SW events of the same data 
sample illustrated in Figure 69. The plot correctly shows a 
linear dependence, with a constant vertical spread around 
the bisector.  
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Figure 72. (below) Detection efficency 
as a function of the SNR and for a 
choice of different time windows. It is 
defined as the fraction of events 
recovered within a certain time 
window in a triggered coincidence 
search experiment. The two graphs 
differ because of the freedom in 
defining the SNR –either as it is 
detected naïvely by the observer or 
computed from the original signal 
amplitude. In the linear regime, when 
SNR>5 the results with either 
definition agree. The upward bending 
of the curves at low SNR is the 
symptome that false alarm probability 
is no more negligible. Vertical bars 
represent rms counting errors. 

 

Figure 71. Distribution of the background events collected in the same hour 
used for SW events demonstration below.  
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4.4 Data exchange protocol for coincidence and correlation analysis

4.4.1 Specifications
To summarize what we said in 3.1.1, there is a minimum of information that should be 

provided to proceed with coincidence analysis: 
1. The time of arrival and amplitude of each candidate event; 
2. The probability density function (pdf) for timing errors (random and systematic); 
3. The pdf for amplitude errors (random and systematic); 
4. The event search threshold. 
5. The efficiency of the detection 

To be useful in estimating upper limits correctly, information listed at 1÷5 should be given 
at each time, even when no event was detected or when the detector was not operating at all. 
The latter case could be handled by a conventional “∞” threshold or “0” efficiency. 

A copy of the last IGEC data exchange protocol, now approved for its use in the next 
reprise of the data exchange, is included here for the reader’s reference. New updated 
versions and instructions can be found in the Internet, at the page http://igec.lnl.infn.it/ 
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IGEC-2000 protocol
version Dec. 4th

Pia Astone, Lucio Baggio, Paolo Bonifazi,
Giovanni A. Prodi, Antonello Ortolan

1. GENERAL STRUCTURE OF EXCHANGED FILES

The exchanged data of each detector are organized in daily files (0:00 –
24:00 Universal Time) with a name structured like the following example:

AL19990204.evt1

(AL=ALLEGRO, AU=AURIGA, EX=EXPLORER, NA=NAUTILUS,
NI=NIOBE)
The file is written in standard ASCII format and its basic element is the line,
which is made by a number of fields separated by blank spaces.
The files are made available to IGEC members by means of ftp sites with
restricted access maintained by each group. In case an update of the already
exchanged set of daily files is needed, the group involved will inform the
partners and circulate within IGEC a document containing the description of
the changes and their motivations; the superseded set of files will remain
available in a different directory. The extension of a set of exchanged files will
be "evtn" where n stands for the ordinal number of the set. Files are
homogeneous only within a set (same extension) and the IGEC analysis will
be based on the latest set of files available from each detector.
Each file contains a declaration section to give all the necessary information for data 
retrieving and a data section containing the exchanged data.  A sample file is shown 
in appendix A. 

DECLARATION SECTION
The following line types are mandatory:

♦ Comments
Lines starting with "!" carry descriptive information in a human readable
format. They should not carry information necessary for data retrieving or
decoding.

Sample line:
! Here starts the declaration section

♦ Field declarations
Field declarations allow for a dynamic definition of the exchanged data.
They describe the information carried by each field of exchanged data. A
field declaration line starts with "#" followed by the code of the data line to

detector ID

year

month

day

extension
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which it refers ("EVT", "VETO", "STATUS", "STOP","START"), the ordinal
number of the field in the data line, the registered code of the field
(implying both the physical quantity and its conventional units), the
numeric variable type (I=integer, R=real, E=exponential).

Sample line:
#EVT 6 SEC R

The registered codes of the fields are summarized in appendix B for
each data line

DATA SECTION:

♦ Data lines
The fields in the data lines are the exchanged data. Each data line starts
with "$" followed by its code. The mandatory lines and their functions are
summarized here (see successive sections for details):
$STATUS
information on sensitivity of detector, threshold for event search
$START
beginning of "on" time of detector.
$STOP
beginning of "off" time of detector
$EVT
information on a candidate event for gw burst detection (δ-like signals)
$VETO
information on a vetoed event

All lines are identified by a time and appear in chronological order.

Sample line:
$STOP 1998 3 14 35 20.34
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2. ALLOWED RATE OF CANDIDATE EVENTS

For each detector, the thresholds used for event search are set day by day
depending on the detector noise in order to limit the maximum allowed rate of
exchanged events according to the following requirement.
On the average, the fraction of the observation time covered by the time
error boxes of the exchanged events of each detector has to be upper
bounded:

2
. .

events

ii

obs

t
u b

T

δ
≤∑

where
♦ δδδδti = 2 σσσσ t i.e. twice the measured/calculated standard deviation of the

time uncertainty of each event
♦ u.b. is now tentatively set to 0.5% , but can be easily adjusted in the future

to increase the rates of exchanged events
♦ Tobs= 1 day because the requirement has to be met on a day by day basis

(i.e. within each exchanged file).
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3. SENSITIVITY, "on" and "off" TIME OF DETECTORS

The mandatory $STATUS line gives all the relevant information on the
detector operation in terms of noise properties and false dismissal
probability (sensitivity, amplitude uncertainty, threshold, etc.).
The mandatory $STOP line declares the end time of any effective
observation of the detector.
The mandatory $START line declares the beginning time of any effective
observation of the detector, with the requirement that a $STATUS line be
declared at the same time.

♦ The information included in a $STATUS line is intended to be valid until
the next $STATUS line or $STOP line or the end of the daily file, i.e. the
variations of all the quantities are assumed to be neglegible from the
declared date until the date of the successive $STATUS or $STOP line or
the end of the daily file. It is mandatory to insert $STATUS lines at a
rate suitable to meet this requirement.

♦ "on" and "off" times. $STOP and $START lines are used as in the
previous IGEC-1998 protocol and are mandatory to declare respectively
the end and the beginning of any effective observation period of the
detector. For each $START line, a corresponding $STATUS line has to be
declared at the same time to provide the necessary information on the
detector operation. Short interruptions of the observation of the detector
due to transient disturbances are declared in the $VETO lines (see Sec.
5.). The data section of any exchanged daily file has to begin with a
$STATUS line.1

The following fields are mandatory in the $STATUS line
♦ date fields in Universal Time: year, month, day, hour, minutes (field codes:

YEA, MON, HOU, MIN; integers) and seconds-and-fractions (SEC; real).
♦ threshold used by the event search algorithm in terms of the Fourier

component H of the strain gw amplitude h (THR; units Hz-1). Its value has
to be corrected for any known bias on the estimate of H (as, for instance,
due to the filter).

♦ relative systematic uncertainty on amplitude of the detector (SYS, pure
real number) as due to calibration errors and biases because of
mismatches of data filtering parameters. The relative uncertainty will be ±
(value of the field).

                                                      
1 To ensure that each file be self-consistent, there must be a $STATUS line
describing the operation of the detector (sensitivity, threshold, …) prior to any other
data line. In this way there is no need to look back in previous files. For instance, in
case the detector is "on" from the previous day, a $STATUS line with time hour=0,
min=0, sec=0.0 has to be given as the first line of the data section. In case the
detector is "off" before and at hour=0, min=0, sec=0.0 , the first lines of the data
section have to be a $START and a $STATUS line, whose date will be the beginning
of a new "on" time. Two exceptions of the rule "the data section has to begin with a
$STATUS line" are possible: 1) the data section itself is empty (detector "off" for the
entire day) or 2) there is a $STOP line at hour=0, min=0, sec=0.0.  
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♦ detector amplitude noise in terms of square root of the variance (σH) of
the distribution of amplitude estimates (MA2, units Hz-1).

It is recommended to provide as well the following additional fields in the
$STATUS line:
♦ the 3rd and 4th order central moments of the distribution of amplitude

estimates relative to σH , that is divided by σH
3 and σH

4 respectively (MA3,
MA4, real, pure numbers).

♦ the live time fraction of the detector, that is the fraction of the time ending
with the next $STATUS line during which the detector has not been
blinded by all the registered events, both good candidates and vetoed
ones (LIV, real, pure number). As an alternative, it is recommended to
supply the duration of each event in the $EVT line.

Sample of a $STATUS line
showing the mandatory fields

 
$STATUS 1998 12 25 12 0 3.02 1.55E-21 0.1 ···

··· 0.31E-21 + non-mandatory fields2

 
 

The following fields are mandatory in the $STOP and $START lines
♦ date fields in Universal Time: year, month, day, hour, minutes (field codes:

YEA, MON, HOU, MIN; integers) and seconds-and-fractions (SEC, real).

                                                      
2 AURIGA and ROG would include MA3 and MA4

thresholddate

Hσ

relative
systematic
uncertainty
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4. CANDIDATE EVENTS

The mandatory $EVT line gives all the relevant information which is
specific to an event considered good candidate for gw burts detection
(transient signal with flat Fourier spectrum over the frequency bandwidth of
detection).

The following fields are mandatory in the $EVT line
♦ date fields in Universal Time give the estimated arrival time of the event as

year, month, day, hour, minutes (field codes: YEA, MON, HOU, MIN;
integers) and seconds-and-fractions (SEC, real). The arrival time has to be
corrected for any known bias as due to synchronization etc..

♦ time uncertainty in terms of square root of the variance (σt) of the
distribution of the estimates of the arrival time of the event (field code:
MT2, units sec).

♦ amplitude of the candidate event in terms of the Fourier component H
(AMP, units Hz-1) of the gw amplitude h. The amplitude is estimated by a
filter matched to a δ-like gw signal (gw burst) and is required to be
unbiased. The information on amplitude uncertainty to be used in the
IGEC analyses is declared in the previous $STATUS line.

It is recommended to provide as well the following additional fields in the
$EVT line:
♦ the 3rd and 4th order central moments of the statistical uncertainty on

arrival time relative to σt , that is divided by σt
3 and σt

4 respectively (MT3,
MT4, real, pure numbers).

♦ the time duration of the event as seen by the algorithm used to search for
events in the filtered data (DUR, units sec)3 together with the
corresponding time delay of the event with respect to the beginning of its
time duration (DT, units sec). As an alternative, it is recommended to
supply the live time fraction in the $STATUS line.

Sample of a $EVT line
showing the mandatory fields

$EVT 1998 12 25 12 0 3.02 0.37 1.55E-21 +

+ non-mandatory fields4

                                                      
3 The time duration is the time span around an event during which the event search
algorithm cannot resolve another event. In case of AURIGA, it is set to a certain
number of the typical time of the filter (currently it is fixed to 6 Wiener times). In case
of ROG, it is the time during which the amplitudes of the oscillations of the filtered
data stay above a selected threshold (currently SNR=3.8) plus a fixed time (currently
1 sec) after its down threshold crossing (to be more precise, after the first the down
threshold crossing which is not followed by an up threshold crossing within the cited
fixed time).
4 AURIGA would include MT3, MT4, CHI, DOF, DUR, DT

amplitudeevent time

σσσσt
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A general recommendation has to be made: the event search algorithms
should intrinsically ensure a suitable separation of successive events
with respect to typical time error boxes (for instance > 2 × (σ t, i + σ t, i+1 ). In
case two successive events in a file be in "self-coincidence", the IGEC
analyses will define how to "merge" these events.

Other registered non mandatory fields for $EVT line:
♦ SNR: the signal-to-noise ratio of the amplitude of the event (AMP/σH)
♦ CHI : reduced chi-square of the event with respect to the expected shape

of a δ-like gw burst with DOF (number of degrees of freedom)
♦ MA2: another different estimate of σH (notice however that the σH to be

used in IGEC analyses is understood to be the one included in the
previous $STATUS line)

♦ …

                                                                                                                                                        
ROG would include MA2, SNR, DUR, DT,



 112

5. VETOED EVENTS and TRANSIENT DISTURBANCES

In the $VETO line it is mandatory to declare each event or transient
disturbance not to be considered a good candidate for gw burst search
and vetoed by internal criteria set by each group. These vetoed events are
intended to be used for diagnostic purposes only (for instance to look for any
correlation among detector disturbances and to define short interruptions of
the observation of the detector).

The following fields are mandatory in the $VETO line
♦ date fields in Universal Time give the estimated arrival time of the vetoed

event as year, month, day, hour, minutes (field codes: YEA, MON, HOU,
MIN; integers) and seconds-and-fractions (SEC, real).

♦ total time duration of the vetoed event as seen by the algorithm used to
search for events in the filtered data (field code DUR, units sec) and the
corresponding time delay of the event time with respect to the beginning
of its time duration (DT, units sec).

It is recommended to provide as well additional fields in the $VETO line:
♦ amplitude of the vetoed event as estimated by the filter for δ-like signals

(AMP, units Hz-1). Notice that this estimate is likely to be biased.
♦ type of internal veto applied by the group (TYP, integer). The possible causes

of a veto are one or more of the following:
0) χ2 test failure
1) coincidence with mechanical ambient disturbance (seismic, vibrational, acoustic …)
2) coincidence with electromagnetic ambient disturbance
3) coincidence with cosmic ray
4) coincidence with disturbances in the front end electronics (gain fluctauations…)
5) coincidence with direct action of experimentalists (switching on instrumentation,

calibration pulse …)
6) event of too long duration
7) others (to be specified if needed).

The value of the veto type is the integer
3

0

2i
i

i

n
=
∑ , where 0,1in = is a flag indicating if the ith

veto type of the previous list is (1) or not (0) involved. For instance the value "5" (binary
00001001) would correspond to an event failing the χ2 test and in coincidence with an
electromagnetic disturbance.

Sample of a $VETO line
showing the mandatory fields  
 
$VETO 1998 12 25 12 0 3.02 2.17 1.08 +

+ non-mandatory5

                                                      
5 AURIGA would include TYP, AMP
ROG would include AMP 

event time

time duration time delay
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Appendix A
sample template of file, to be substituted by a regular true file when available

! sample template of the declaration section , only the mandatory fields are declared here
#EVT 1 YEA I
#EVT 2 MON I
#EVT 3 DAY I
#EVT 4 HOU I
#EVT 5 MIN I
#EVT 6 SEC R
#EVT 7 MT2 R
#EVT 8 AMP R
#STATUS 1 YEA I
#STATUS 2 MON I
#STATUS 3 DAY I
#STATUS 4 HOU I
#STATUS 5 MIN I
#STATUS 6 SEC R
#STATUS 7 THR R
#STATUS 8 SYS R
#STATUS 9 MA2 R
#VETO 1 YEA I
#VETO 2 MON I
#VETO 3 DAY I
#VETO 4 HOU I
#VETO 5 MIN I
#VETO 6 SEC R
#VETO 7 DUR R
#VETO 8 DT R
#START 1 YEA I
#START 2 MON I
#START 3 DAY I
#START 4 HOU I
#START 5 MIN I
#START 6 SEC R
#STOP 1 YEA I
#STOP 2 MON I
#STOP 3 DAY I
#STOP 4 HOU I
#STOP 5 MIN I
#STOP 6 SEC R
! sample template of data section, not true data
$STATUS 1998 4 29 0 0 0.0 5.2E-21 0.15 1.5E-21
$EVT 1998 4 29 0 23 7.53 0.37 0.5.21E-21
$STOP 1998 4 29 0 26 0.0
$START 1998 4 29 23 2 0.0
$STATUS 1998 4 29 23 2 0.0 4.8E-21 1.385E-21
$EVT 1998 4 29 23 3 59.02 0.24 6.2E-21
$VETO 1998 4 29 23 34 15.67 2.24 1.12
$EVT 1998 4 29 23 34 23.87 0.38 4.8E-21
$STATUS 1998 4 29 23 37 41.0 5.02E-21 0.15 1.45E-21
$EVT 1998 4 29 23 37 53.46 0.38 5.04E-21
$EVT 1998 4 29 23 38 8.69 0.16 1.1E-20
$EVT 1998 4 29 23 58 25.21 0.38 5.02E-21
! eof, ciao, bye
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Appendix B
Summary of the registered field codes for each data line. Any field code
should be registered here to avoid ambiguities among exchanged files from
different groups.

Field
code

Numeric
variable
type

units description Related data
lines

AMP E, R Hz-1 Amplitude of
event/disturbance

$EVT
$VETO

CHI R, E Chi-square of event $EVT
DAY I d Day of UTC date $START,$STOP

$STATUS
$EVT
$VETO

DOF R, E Number of degrees of freedom
of chi-square of event

$EVT

DT R, E sec Time delay of
event/disturbance time with
respect to its beginning

$EVT
$VETO

HOU I h Hour of UTC date
MIN I min Minutes of UTC date
MON I month Month of UTC date

$START,$STOP
$STATUS
$EVT
$VETO

MA2 R, E Hz-1 Standard deviation of
filtered amplitude

MA3 R, E 3rd central moment of filtered
amplitude normalized by MA23

MA4 R, E 4th central moment of filtered
amplitude normalized by MA24

$STATUS
$EVT

MT2 R, E sec Standard deviation of event
time error

MT3 R, E 3rd central moment of event
time error normalized by MT23

MT4 R, E 4th central moment of event
time error normalized by MT24

$EVT

SEC R, E sec Seconds of UTC date $START,$STOP
$STATUS
$EVT
$VETO

SNR R, E Signal-to-noise ratio in
amplitude

$EVT

SYS R, E Relative systematic error on
amplitude estimates

$STATUS

THR E, R Hz-1 Threshold used for the event
search

$STATUS

TYP I Type of veto applied to
the event

$VETO

YEA I yr Year of UTC date $START,$STOP
$STATUS
$EVT
$VETO
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We have implemented likelihood testing of the performance of an optimal filter within the online analysis of
AURIGA, a sub-Kelvin resonant-bar gravitational wave detector. We demonstrate the effectiveness of this
technique in discriminating between impulsive mechanical excitations of the resonant-bar and other spurious
excitations. This technique also ensures the accuracy of the estimated parameters such as the signal-to-noise
ratio. The efficiency of the technique to deal with nonstationary noise and its application to data from a
network of detectors are also discussed.

PACS number~s!: 04.80.Nn, 02.60.Ed, 95.55.Ym, 95.75.2z

I. INTRODUCTION

The Wiener-Kolmogoroff~WK! optimal filter is the main
tool of signal extraction for gravitational wave~GW! detec-
tors. In Gaussian noise, WK filtering is fully equivalent to
maximum likelihood fitting of a signal model to the data. As
a consequence, hypothesis testing can be applied to the filter
by means of a proper sufficient statistics, as is the case for
any other maximum likelihood fit. We have shown recently
@1# that, in the presence of pure Gaussian noise, a likelihood
hypothesis test leads to a standardx2 test of the ‘‘goodness
of the fit.’’ These ideas have been implemented within the
data analysis of the AURIGA ultracryogenic detector@2#.

We performed a preliminary bench test of our filtering
and event discrimination algorithms by using a room tem-
perature resonant-bar detector. We then applied the algo-
rithms to the AURIGA detector as soon as it started taking
data in June 1997. In this paper, we report on the perfor-
mance of the method and on the procedures we use to cope
with the problem of the noise being nonstationary and non-
Gaussian.

The paper is organized as follows. In Sec. II we summa-
rize the theory ofx2 test in the framework of WK filtering
theory. In Sec. III we draw our model for the detector trans-
fer function and noise spectrum. The experimental setup both
for the room temperature test facility and for the cryogenic
detector is reviewed in Sec. IV. Section V is devoted to the
practical implementation of the WK filter, and results ofx2

event characterization are reported in Sec. VI. Finally, in
Sec. VII we discuss the relevance of this technique to the
case of a single detector and of a network of gravitational
wave ~GW! detectors.

II. SIGNAL ANALYSIS AND HYPOTHESIS TESTING

A simplified model for a GW detector is that of a linear
system with an output noisen(t), which is commonly de-
scribed as a stationary stochastic process with Gaussian sta-
tistics. In the following of this section we adopt a discrete
time domain representation, that is we substitute forn(t), a
finite length sequence of samplesni[n( iDt). In this way we
get a set$ni% of Gaussian random variables~GRV!, with 0
< i<N.

If a signal enters the system at timet0 , the sampled out-
put of the detector isxi5Aui(t0 ,q j )1ni , where$ui% is the
properly normalized signal template,A its amplitude and
$q j% any other parameter set the signal may depend on.

A well established result@3# of signal analysis states that
the minimum variance, unbiased linear estimate of the am-
plitude A is the GRV:

Â5
( i j m i j uixj

(hkmhkuhuk
[s

Â

2
•(

i j
m i j uixj[(

j
wjxj , ~1!

if one assumes to knowu,t0 ,q i and the inverse cross corre-
lation functionm i j of the noise. Here thewj ’s are then the
coefficients of the WK filter matched to the signal$ui% and
s

Â

2
is the variance ofÂ

s
Â

2
5

1

(hkmhkuhuk
. ~2!
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When the noise has Gaussian statistics, the WK filter hap-
pens to be also a maximum likelihood estimator. In fact, the
likelihood function associated with the data set$xi% is

L~x1 ,x2 , . . . ;A!}expF2
1

2 (
i j

m i j ~xi2Aui !~xj2Auj !G ,
~3!

where the sum runs over the number of dataN. It is straight-
forward to verify thatL reaches its maximum value forA
equal to the value given by Eq.~1!.

For this same value, the log-likelihood ratio

X[(
i j

m i j ~xi2Âui !~xj2Âuj ! ~4!

reaches a minimum.
It can be easily shown thatX in Eq. ~4! is a random

variable with a standardx2 statistics. By performing the
transformation$yi[SLi j xj%, whereL is thewhiteningfilter
that diagonalizem i j (Lmi

21mmnLn j
215d i j ), one gets

X[(
i

~yi2Âv i !
2, ~5!

with $v i[SLi j uj%. This is the linear least square sum for a
standard fit of the function$v i% to the data$yi% which is well
known to bex2 distributed withN21 degrees of freedom
and to be independent ofÂ.

In order to evaluateX, it is easier to work with the equiva-
lent expression@1#:

X5F(
i j

m i j xixj2
Â2

s
Â

2G5F(
i

yi
22

Â2

s
Â

2G . ~6!

Equation~6! shows that if then parameterst0 and $q i%
are also unknown, their maximum likelihood estimate is the
one that makesÂ2/s

Â

2
a maximum. This is in general a non

linear fit, and the resultingX is distributed as ax2 with N
2n21 degrees of freedom but only within a linear approxi-
mation.

We will use in the following mostly the reduced experi-
mentalxa

2[@1/(N2n21)#X which is expected to be distrib-
uted as a reduced chi-squarex r

2. This statistic has unitary
mean value for any number of degrees of freedomN2n
21.

Thexa
2 can be used as a statistical test of goodness-of-the-

fit. It can be used to test for consistency ofa priori hypoth-
esis on the signal template$ui%, with probability thresholds
given either by theoretical predictions or by Monte Carlo
simulations for the nonlinear case.

It is worth pointing out that, if a set of data fails the test,
the resulting estimates for the amplitudeÂ and for the other
parameters are, in principle, biased. In this sense, the test
appears as an unavoidable step of the overall filtering proce-
dure. The relation between the bias on the amplitude esti-

mate and the value ofX can be determined analitically. We
already pointed out@4# that, if data contain a signal$ f i%
different from that$v i% to which the filter has been matched,
the experimental value ofX fluctuates around a mean value
proportional to the square of the signal-to-noise-ratio SNR
[Â/s Â . In the rest of this section we will work on the
whitened data, and the signal$ f i% and the template$v i% are
referred at the output of the whitening filter. The apparent
chi-square statistics is

xa
25x r

21
1

N2n21
$~SNRo

f !22~SNRo
v!212~SNRo

f SNRn
f

2SNRo
vSNRn

v!%, ~7!

where SNRo
f is the mean value of the signal to noise ratio for

the signal$ f i% with a filter matched to it, and SNRo
v is that

with the filter matched to$v i%. SNRn
f and SNRn

v are their
fluctuating parts, i.e., two Gaussian random variable with
zero mean value and unit variance.

The mean value ofxa
2 is then

^xa
2&5^x r

2&1
1

N2n21
^~SNRo

f !22~SNRo
v!2&

511l~SNRo
v!2, ~8!

where

l5

(
i 51

N

f i
2(

i 51

N

v i
22S (

i 51

N

f iv i D 2

~N2n2 !S (
i 51

N

f iv i D ~9!

is a value that reduces to zero iff i5v i . Notice thatl is
proportional to the square of the bias on the signal-to-noise
ratio due to the filter inaccuracy.

III. WK FILTER FOR MODELED GW RESONANT
DETECTORS

A resonant-bar detector coupled to a capacitive electro-
mechanical transducer can be quite accurately modeled by an
equivalent lumped elements electrical circuit@5#. It is easy to
show that the transfer matrix between any port within the
circuit and the readout port, always contains the same series
of M poles, thekth pair of complex conjugate poles corre-
sponding to a normal oscillation mode with frequencyvk
and quality factorQk . The noise generated by any generator
within the circuit is transferred to the output through one of
these transfer matrices. The total output noise results from
the sum of these contributions plus the wide band noiseS0 of
the final amplifier. It is easy to calculate that, with these
assumptions, the total output noise spectral density is

S~v!5S0)
k51

M
~ iv2qk!~ iv1qk!~ iv2qk* !~ iv1qk* !

~ iv2pk!~ iv1pk!~ iv2pk* !~ iv1pk* !
,

~10!
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where pk5 ivk2vk /(2Qk) and where the complex zeros
qk’s are related to the optimal bandpass WK filter.

S(v) possesses a few key features. First, the degrees of
the polynomials appearing in the numerator and in the de-
nominator are equal, a consequence of having modeled the
wide band noiseS0 as purely white. Secondly, poles and
zeros appear in pairs6pk and 6qk , as the noise spectral
densities are transferred through the square modulus of trans-
fer functions. Finally, as already mentioned, for each pole~or
zero! its complex conjugate also appears, a consequence of
reality of circuit elements.

The transfer function for an input GW delta pulse will
contain the same poles$pk%. Reality imposes then that the
output signalud(t) has a Fourier transformũd(v) given by

ũd~v!5

)
j 51

M̃

~ iv2r j !~ iv2r j* !

)
k51

M

~ iv2pk!~ iv2pk* !

, ~11!

with M.M̃ because of the stability of the system and where
the coefficientsr i are obviously the zeroes of the function.

It is well known that the continuous version of the WK
filter function, w(t), has a Fourier transformw̃(v)
5s

Â

2
S21(v)ũk* (v). By using Eqs.~10! and ~11! one gets,

for w̃(v),

w̃~v!5s
Â

2
S0

21
)
j 51

M̃

~ iv1r j !~ iv1r j* !

)
k51

M

~ iv1qk!~ iv1qk* !

3)
k

~ iv2pk!~ iv2pk* !

~ iv2qk!~ iv2qk* !
. ~12!

The WK filter splits up in the productL(v)M (v), where

L~v!5S0
21/2)

k

~ iv2pk!~ iv2pk* !

~ iv2qk!~ iv2qk* !
~13!

is the whitening filter for the noise with PSDS(v). This
means that a filter with transfer functionL(v) produces at its
output a noise with spectral densitySw51 when fed at the
input with the detector noise with PSDS(v), because
uL(v)u2S(v)51.

M (v) is defined by

M ~v!5s
Â

2
S0

1/2
)
j 51

M̃

~ iv1r j !~ iv1r j* !

)
k51

M

~ iv1qk!~ iv1qk* !

. ~14!

It is a bandpass filter around the frequenciesvk[uIm(qk)u
with bandwidthsDvk

opt[2uRe(qk)u which are usually much
larger thanDvk[2uRe(pk)u5vk /Qk .

Most of the information needed to process the data is
contained within this filter matched to a delta-shaped pulse.
The response of the system to any other input signalh(t) can
always be written as the time convolutionud* h, so that,
once data have been filtered with the optimum filter matched
to ud , one can perform the complete WK filtering forh(t)
by a simple convolution ofh(t) with the filtered data.

In addition, it turns out that for resonant detectors most of
the expected signals have Fourier transforms that are rather
flat across the comparatively small post filtering bandwidths
~;1 to 10 Hz! of the detectors, and are thus indistinguishable
from a delta pulse@6#.

One can show that, for the case of a resonant-bar detector
with resonant transducers, in Eq.~14!, M52, M̃51 andr 1
50. As a consequence, the band-pass filterM (v), which is
purely anticausal, introduces an anticausal component in the
response and cannot be implemented in real time.

In addition, the sets$pk% and$qk%, along withS0 , are the
only relevant parameters that enter both the noise spectrum
and the transfer function of the system. As a consequence, a
check that the PSD of the whitened data is indeed flat within
its statistical error, becomes a very useful consistency test for
the accuracy of the filter. In Sec. V we show how we feed
back the deviation from a white spectrum to an automatic
adaptive procedure that updates the values of filter param-
eters.

IV. EXPERIMENTAL LAYOUT

The AURIGA detector@2# consists of a 2.3 tons, 3 m long
A15056 bar equipped with a capacitive electromechanical
transducer and a dc superconducting quantum interference
device ~SQUID! preamplifier. The bar hangs on a multiple
stage pendulum attenuation system~2240 db at 1 kHz!, kept
at 0.2 K by a 3He-4He dilution refrigerator. The signal is
acquired by an analogue to digital converter~ADC! at 4.9
kHz and synchronized to UTC by means of a Global Posi-
tioning System~GPS! clock @7# ~see Fig. 1!.

The room temperature detector used for some of the tests
shares almost all the relevant features with the cryogenic
detector. The most noticeable difference, besides the absence
of the cooling system, is that the voltage across the capaci-
tive transducer is fed to very low noise field effect transistor
~FET! preamplifier.

As far as signal analysis is concerned, the most relevant
differences among the two detectors are theQ factors~'104

for the room temperature detector and slightly larger than
106 for AURIGA! and the post filtering bandwidthDvk

opt

~corresponding to'10 Hz for the room temperature detector
and'1 Hz for AURIGA!.

The room temperature detector mounts an electrome-
chanical capacitive actuator, a detuned version of the trans-
ducer, placed on the face opposite to the one used to extract
the signal. It provides a way to excite the bar with short
mechanical bursts that mimic a GW signal.

In order to test thex2 performance for spurious excita-
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tions due to electrical disturbances, short current pulses were
injected into a coil inductively coupled to the amplifier-input
leads. These pulses were also used to trigger data acquisition
as described in Ref.@8#.

V. DATA ANALYSIS AND x2 EVALUATION

The on-line analysis of the AURIGA detector has been
described elsewhere@7#. Here we summarize its most rel-
evant features and some of the new elements that are of
relevance for the present work. A detailed report on the per-
formance of these new features have also been described
elsewhere@9#.

Since only a simple polynomial ratio appears in the WK
filter, this is implemented in the discrete time domain as 9
parameters second order A.R.M.A. algorithm applied to raw
data sampled at 4882.8125 Hz.

The resulting data at the output of WK filter are very
effectively band-limited~see Fig. 2! and can be subsampled
in order to bury by aliasing the unmodeled features that are
present outside the interesting bandwidth. Subsampling is
also useful in reducing the data rate. The inverse of the
matching filterM (v) of Eq. ~14! is then applied to the sub-
sampled data, properly translated into the reduced frequency
band, thus obtaining the whitened data with PSDSw(v).

The on-line analysis includes a built-in adaptive algorithm
that updates the filter parameters to take into account their
slow drift on time scales longer than an hour. For example,
the core of the algorithm for the estimate of the post-filtering
bandwidth@the parameters which mostly affect the signal to
noise ratio~SNR!# tries to keepSw(v) as flat as possible.
This is done for each 2 minute long buffer by comparing the
valuesSw(vk) averaged on a narrow band around the fre-
quencies of the two modes, with that measured at a selected

frequency in between. Since the difference is proportional to
the error between the currently used parameters and their
optimum value, it is used to drive the adaptive algorithm that
adjusts the parameters.

Data in resonant detectors often contain unmodeled sig-
nals superimposed to the background Gaussian noise. When
these signals dominates a stretch of data, the whitening pro-
cess fails. This is recognized by the adaptive procedure that
freezes in the previously adjusted value. This selection pro-
cedure allows the filter paramenters to be adjusted for drifts
on a time scale longer than the mechanical relaxation time of
the system, while ignoring dramatic changes due to isolated
events.

When large isolated excitations are present, data are no
longer gaussian especially at the high amplitude regions of
the distribution. The estimate of noise parameters, in first
places

Â

2
, can then be affected by large biases. In order to

ensure self-consistency, the analysis continuously monitors
the curtosis of the data and the autocorrelation of the whit-
ened data. If these parameters are found to be within 3 times
their expected standard deviations the data buffer is accepted
for the filter parameter estimate. Otherwise the filter param-
eters are frozen in.

If the freezing in of the parameters update occurs too
frequently on contiguous data buffer, an alert flag is switched
on to indicate instrument malfunctioning. Eventually these
flags are the basis for the definition of vetoes on time periods
of output data.

A maximum-hold algorithm is applied to the filtered data
to search for candidated-like GW events. For each event, the
time of arrival, the amplitude andxa

2 are estimated. The latter
is derived by applying Eq.~6! to the subsampled whitened
data. We use a set$yi% of data long about 3 times the typical

FIG. 1. Schematic drawing of the AURIGA data acquisition system. The signal channel from the transducer and dc SQUID amplifier
system is acquired by the 23 bit ADC at about 4.9 kHz. The synchronization with UTC of the acquired data is achieved in hardware well
within 1 ms by dedicated interrupts and triggers between the ADC and a GPS clock with a stabilized local oscillator. The full raw data are
then fully archived and analyzed on-line.
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WK filter time, 2/Dvk
opt, following the event arrival time.

This choice ensures that the signal decays into the noise
within the selected time span, for signal amplitudes up to
SNR5100. The computedxa

2 is attached to the event in the
event list.

VI. EXPERIMENTAL RESULTS

A sample of the whitened data taken with the cryogenic
detector is shown in Fig. 2 within the reduced bandwidth.
The flatness of their PSDSW(v) demonstrates the consis-
tency of the model of Eq.~6! and the good matching to the
parameters of the noise of the detector. The number of de-
grees of freedom used to compute thexa

2 was 211, 212 being

the number of$yi% samples used to calculateX for this data
of the cryogenic detector.

The key result of the present paper is that the estimatedxa
2

of each candidated-like event does follow the reduced chi-
square distributionx r

2, as is shown in Fig. 3 for five days of
AURIGA data. In fact, at least at low SNR, the measuredxa

2

histograms are well fitted by a chi-square distribution with
the proper number of degrees of freedom, as it is expected
since most of the events up to SNR55 are due to statistical
fluctuations of the modeled noise. In particular, the estimated

amplitudeÂ and thexa
2 are indeed independent random vari-

ables. The compliance with the chi-square distribution and
the independence ofÂ and xa

2 are a consequence of two

FIG. 2. The power spectral density of the raw data around the detector modes~upper! shows only small monochromatic disturbances. The
PSD of the WK filtered data~middle! are effectively band-limited and therefore can be suitably subsampled keeping all the information
within a 35 Hz bandwidth around the modes. In this bandwidth, the whitened data~lower! demonstrate that the parameters of the noise model
were correctly estimated.

x2 TESTING OF OPTIMAL FILTERS FOR . . . PHYSICAL REVIEW D 61 102001

102001-5



facts: the Gaussian nature of the detector noise as a result of
the data reduction procedure described above and the consis-
tency of low SNR events with the expected shape of ad-like
mechanical excitation of the antenna.

In order to demonstrate that the WK filter and the chi-
square test would correctly recognize ad-like gravitational
wave event, a number of software calibration signals has
been numerically added to the real raw data stream acquired
over two days from AURIGA. These software signals were
given the expected shape to which the WK filter was
matched, with SNR of 30 and 45. As Fig. 4 shows, thexa

2 of

these pulses are in reasonably good agreement with the ex-
pected reduced chi-square distributionx r

2 with the proper
number of degrees of freedom. A slight distortion of the
observed distribution is accounted for by the fluctuations of
the estimate ofsA

2.
To understand the discrimination ability of the test, we

show in Fig. 5 the Fourier transform for two high SNR sig-
nals taken from the WK filtered real data, one passing the
test and the other failing it. The figure shows the remarkable
difference in spectral content of the two pulses. It also shows
that the shape of the pulse passing the test is in very good

FIG. 3. Left: plot ofxa
2 and SNR of candidate events for AURIGA with 3,SNR,6. Right: histograms ofxa

2 of all these events~white!
and of events whose SNR is between 3 and 3.5, 3.5 and 4, and so on up to between 5.5 and 6~from brighter gray to darker gray,
respectively!. The continuous lines are reduced chi-square distributionsx r

2 with 211 degrees of freedom fitted to these histograms: the
agreement is evident and is independent from the SNR. The data are relative to 5 days of data taking and to about 24 000 events above
SNR53.

FIG. 4. Left: 3D histogram ofxa
2 vs SNR for AURIGA. Data that cluster around SNR'30, SNR'45 andxa

2'1 are due to software
calibration pulses with shape matched to the WK filter which have been added on the real data stream acquired by AURIGA during 14–15
June 1997. Spurious signals are not visible in this range. Right: histograms ofxa

2 for the low amplitude candidate events~gray area! and for
the software calibration pulses~white and dark gray area!.
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agreement with the expected one for ad-like mechanical
excitation of the bar. For the pulse failing the test, the de-
tected pulse is in good agreement with the expected shape
for an idealized electromagnetic pulse exciting the SQUID
output circuit.

In Fig. 6 we show the result of the event search during the
normal operation of the AURIGA detector. About 2/3 of the
events with SNR.10 can be rejected because they have a
xa

2.1.4, a threshold which corresponds to a confidence level
of 1.1431024 for the 211 degrees of freedom we have here.
However, only a few percent of the events with SNR.5
have axa

2 greater than this rejection threshold of 1.4. So,
most of the events complies with the expected shape for an
impulsive mechanical excitation of the resonant bar. More-
over, only about 13% of the events with SNR.5 are ac-
counted for by the modeled noise. We are still investigating
on the origin of such a large excess.

In order to assess the validity of the quadratic dependence
of computedxa

2 on SNR in Eq.~8!, we excited the room
temperature resonant-bar detector with electromagnetic
pulses applied at the input of the readout amplifier. In Fig. 7
we show a scatter plot of the data collected by sending a
series of pulses with increasing values of SNR. The plot
clearly shows the quadratic dependence of the computedxa

2

on SNR of signals to which the filter is mismatched. More-
over, it shows also that the standard deviation of the com-
putedxa

2 is given to a first approximation byl•SNR2 times
the standard deviation of thex r

2 distribution with the same
number of degrees of freedom. This result holds for SNR
high enough to make negligible the contribution of the un-
certainty on SNR estimates.

VII. DISCUSSION AND FUTURE APPLICATIONS

The reported results clearly show that at low amplitude
the observedx2 statistics is in reasonably good agreement

FIG. 5. Fast Fourier transform of detected candidate events
pulses with SNR518.2 and xa

251.01 ~upper! and with SNR
523.5 andxa

256.8 ~lower! at the output of the WK filter. The
superimposed continuous lines represent the expected responses for
a mechanicald-like excitation of the bar~upper!, and a fast electro-
magnetic excitation entering the ADC input or the SQUID output
~lower!, respectively. For comparison, the upper continuous line is
also shown in the lower graph as a dashed line.

FIG. 6. Scatter plot ofxa
2 vs SNR~upper! and SNR histogram of

events withxa
2,1.4 ~white area! and for all values ofxa

2 ~white plus
gray!. The plots refer to 10 days of candidate events of AURIGA
from 12 to 21 June 1997, corresponding to an effective observation
time of 181 hours. The selected threshold of 1.4 used for thex r

2 test
corresponds to a confidence level for false dismissal of 1.17
31024. The test allows to reduce only marginally the number of
candidate events with SNR.5, from 1337 to 1306; however, for
SNR.10 thex r

2 test vetoes about 2/3 of the events. The dashed line
in the histogram is the distribution predicted with a simulated qua-
sistationary Gaussian process, whose postdetection bandwidths fol-
low the same time behavior of the measured ones during the obser-
vation time. It is evident that above SNR55 the modeled Gaussian
noise only accounts for about 13% of the detected events.
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with the expected one. At large amplitude the test appears to
be able to discriminate between pulses with the expected
signal shape and those with a different one. It is worth no-
ticing that for pulses failing the test, a measurement of the
value of the parameterl can be used to determine the physi-
cal origin of spurious events. For instance, the type of
spurious event of the AURIGA detector shown in the
lower part of Fig. 5 would correspond to al'0.01; there-
fore theselected threshold of 1.4 onx r

2 would efficiently cut
spurious events of this type for SNR.7 while leaving unaf-
fected signals with proper shape to a very high confidence
level.

It is worth mentioning however that the experimentalxa
2

has a probability distribution function slightly distorted in
respect to a purex r

2. This is well accounted for by both the
need to estimate various noise parameters from the data, a
procedure that increases the spread of the distribution, and
by the data being nonstationary. The confidence level can be
determined empirically by using proper calibration pulses~as
for the data in Fig. 4!, at least for the higher false dismissal
probability range.

The value ofl for electromagnetic pulses at the SQUID
output of the AURIGA detector is smaller by a factor 4 than
the Monte Carlo estimatel'0.04 we gave in Ref.@4#, but
this is reasonable taking into account the different setup pa-
rameters of the detector used in the simulation. In particular
the postfiltering bandwidth was'30 Hz for the simulation, a

much higher value than the presently achieved'1 Hz in the
detector.

Whatever the efficiency of the cleaning method described
so far in rejecting spurious events, a finite amount of them
survive as they are indistinguishable from gravitational wave
signals. As a consequence, a single detector can only give an
upper limit for the rate of GW events.

Arrays of detectors help overcome this problem. In a con-
ventional approach, one looks for coincidences among detec-
tors located far apart, that are assumed to be independent.
Since the rate of coincidences decreases as a power law with
the number of detectors in the array at the exponent, one tries
to achieve conditions where the false alarm probability,
as evaluated from Poisson statistics, becomes negligibly
small.

The maximum likelihood–optimal filtering method,
however, leads to a somewhat different procedure: one
makes a global fit to the data from theN detectors in the
array, of some model signal. The quantity to be minimized is
then

L~A,to ,n̂,C!5
1

2 (
a51

N

(
i ,k51

Ma

m ik
a Fxa~ t i !2Asa~u,f,C! f

3S t i2to2
rW•n̂

c D GFxa~ tk!

2Asa~u,f,C! f S tk2to2
rW•n̂

c D G , ~15!

wheren̂ is the wave unit vector with anglesu andf, rW is the
position vector of theath detector in the array with respect
to a geocentric coordinate system andto is the signal arrival
at the center of the Earth.sa(u,f,C) is a form factor that
takes into account that the response of theath detectors to
thesameincoming waveA f(t) depends on its orientation in
respect to the wave vector and on its polarization angle@10#
C.

For each choice ofn̂, to andC, L(A,to ,n̂,C) reaches a
minimum @1# whenA is the weighted average:

Aopt~ t0 ,n̂,C!5

(
a51

N Aopt
a ~ to ,n̂,C!

sAa
2

(
a51

N
1

sAa
2

, ~16!

where Aopt
a (to ,n̂,C) is the amplitude estimateobtained by

using the data from the ath detector only.
One can easily calculate the result that the minimum cor-

responding chi-square value factorizes according to

FIG. 7. Plot of computed (xa
221) vs SNR for spurious electro-

magnetic impulsive events, using 136 degrees of freedom. These
events were generated in the room temperature detector by applying
a burst excitation to the input port of the readout amplifier coupled
to the motion transducer. The excitation amplitudes are uniformly
distributed between SNR50 and SNR550. The computedxa

2 dis-
tribution follows a quadratic scale law, as in Eq.~8!, with l
50.029~thick line!. The gray area at low SNR stands for the low
SNR background events.
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wherexa
2 is the chi-square one estimates by using the data

from the ath detector only andxg
2 is the chi-square of the

common weighted averageAopt of the amplitudesAopt
a esti-

mated by each detector. It can indeed be shown thatxg
2 is

independent of all thexa
2 ’s. This shows that the global chi-

square test for an array of detectors can indeed be made by
adding the individual chi-square valuesxa

2 for each detector
to xg

2.
As with any multiple parameter non-linear fit, the proce-

dure should be repeated for alln̂ and C in search for the
absolute minimum. This reintroduces a correlation among
thexa

2 andxg
2 as the global minimum does not coincide with

the parameter values that minimize either eachxa
2 or xg

2.
Resonant detectors presently in operation@11# are however
oriented almost parallel. In addition, full high resolution tim-
ing has been implemented up to now only for AURIGA. In
practice, due to the still comparatively low bandwidth of
these detectors, only phase-timing, i.e., timing modulo a pe-
riod of antenna oscillation, can be done at reasonable signal-

to-noise ratio@8#. As a consequence, each detector produces
a list of candidate events with a time of arrival only known
within a fraction of a second. Coincidence analysis@12# is
then performed with a time window of the same order.

Within this somehow coarse procedure Eq.~17! still indi-
cates thatxg

2 can be used as a reference statistics to tests for
the consistency of amplitude of a candidate coincidence
event. With 5 detectorsxg

2 is distributed chi-square with 4
degrees of freedom. Application of this test to data from the
IGEC @12# detectors is currently under study.
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We report the initial results from a search for bursts of gravitational radiation by a network of five
cryogenic resonant detectors during 1997 and 1998. This is the first significant search with more than
two detectors observing simultaneously. No gravitational wave burst was detected. The false alarm rate
was lower than 1 per 104 yr when three or more detectors were operating simultaneously. The typical
threshold was H � 4 3 10221 Hz21 on the Fourier component at �103 Hz of the gravitational wave
strain amplitude. New upper limits for amplitude and rate of gravitational wave bursts have been set.

PACS numbers: 95.85.Sz, 04.80.Nn

The direct detection of gravitational waves will be a wa-
tershed event for both the physics of gravitation and the
investigation of compact astronomical objects. A variety
of astrophysical events is expected to produce gravitational
waves of short duration (ø1 s), or gw bursts, such as the
gravitational collapse of stars or the final few orbits and the
subsequent coalescence of a close binary system of neutron
stars (NS’s) or black holes (BH’s) [1]. Because of the in-
herent weakness of such signals, and the difficulty in dis-
tinguishing them from a myriad of noise sources, the direct
detection of a gw burst will require coincident detection by
multiple detectors with uncorrelated noise. Searches for gw
bursts over periods of observation of 1–3 months have been
performed in the past by pairs of cryogenic resonant bar de-
tectors [2–4], setting upper limits on the incoming rate. A
few days of observation have been reported for simultane-
ous operation of three cryogenic bar detectors [2] and, with
much less sensitivity, of a pair of short-arm interferometric
detectors [5]. Upper limits on gw signals from coalescing
binaries have been recently reported also by a single inter-
ferometric detector for 25 hours of observation [6].

In the last few years, the increase of the number of
cryogenic resonant detectors in simultaneous operation has
greatly improved the prospects of obtaining a confident de-
tection of gw bursts. There are now five operational cryo-
genic bar detectors: ALLEGRO (Baton Rouge, Louisiana,
U.S.A.) [7], AURIGA (Legnaro, Italy) [8], EXPLORER
(CERN) [9], NAUTILUS (Frascati, Italy) [10], and NIOBE
(Perth, Australia) [11]. The groups operating these detec-
tors agreed in 1997 to start a global search for short (�1 ms)
gw bursts under common protocols, by establishing the In-
ternational Gravitational Event Collaboration (IGEC) [12].

All these detectors use the same principles of operation.
The gw excites the first longitudinal mode of the cylindrical
bar, which is cooled to cryogenic temperatures to reduce the
thermal noise and is isolated from seismic and acoustic dis-
turbances. To measure the strain of the bar, a secondary
mechanical resonator tuned to the cited mode is mounted
on one bar face and a sensor measures the displacement
between the secondary resonator and the bar face. The
resulting noise of the detectors in terms of strain at the in-
put is �5 10� 3 10222 Hz21�2 in a bandwidth of �1 Hz
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TABLE I. Main characteristics of the IGEC cryogenic bar detectors. The detectors measure the mean Fourier component H of the
gw in the detection bandwidth of �1 Hz around the mode frequencies. H � �4Ln2�21

p
E�M, where E is the energy deposited in

the bar by the gw and n is the mean of the mode frequencies. The bars are made by Al5056 except for NIOBE, whose bar is made
of Nb. The sub-kelvin detectors and NIOBE showed very similar typical energy sensitivity in 1997–1998, better by a factor of about
4 with respect to the other detectors. The differences in mass and material, though, affect the gw sensitivity and give a conversion
factor from

p
E to H which is 2.3 times worse for NIOBE than for the other detectors.

Detector ALLEGRO AURIGA EXPLORER NAUTILUS NIOBE

Mode frequencies (Hz) 895, 920 912, 930 905, 921 908, 924 694, 713
Bar mass M (kg) 2296 2230 2270 2260 1500
Bar length L (m) 3.0 2.9 3.0 3.0 2.75
Bar temperature (K) 4.2 0.2 2.6 0.1 5.0
Longitude 91±1004400W 11±5605400E 6±120E 12±4002100E 115±490E
Latitude 30±2704500N 45±2101200N 46±270N 41±4902600N 31±560S
Azimuth 40±W 44±E 39±E 44±E 0±

surrounding the two coupled-mode frequencies. Some of
the important physical parameters of the five detectors are
shown in Table I. The detector response is optimal for
a gw incoming perpendicular to the bar axis and polar-
ized along it [13]. The axes of all the bar detectors are
aligned to within a few degrees of one another, so that the
chance of coincidence detection is maximized. This makes
the amplitude acceptance of the detectors for the Galac-
tic center direction greater than 0.7 for about 60% of the
time [14].

Each detector output is processed by filters optimized
for short gw bursts, giving the estimate for the Fourier
component H�v� of the strain amplitude h�t� in the de-
tection bandwidth of �1 Hz around the mode frequencies
listed in Table I. More specifically, h�t� is the gw am-
plitude multiplied by the antenna pattern of the detector
[13]. With the exception of the ALLEGRO detector, the
noise of the detectors was typically not stationary over long
observation times and was affected by some unmodeled
noise sources, whose correlation with common environ-
mental noise sources was found to be weak [15]. Figure 1
shows the variability of the noise of each detector dur-
ing 1997–1998, in terms of the Fourier component of the

ALL

AUR
EXP
NAU

NIO

Hrms [Hz-1]10-22 10-21 10-20

hrms~ 10-18

FIG. 1. Spread of the noise of detectors during 1997–1998 in
terms of the Fourier component Hrms of the gw at SNR � 1. The
plotted bands of variability of the noise are delimited by selected
percentiles, i.e., by selected fractions of the observation time for
which the sensitivity has been better than Hrms: innermost tick
50%, gray band 16%–84%, white band 2.5%–97.5%, and “T”
lines 0%–100%. The corresponding gw amplitude hrms for a
�1023 s burst is sketched in the upper scale.

gw corresponding to unity signal-to-noise ratio, Hrms. The
detectors had quite similar noise levels, since the typical
values of Hrms were all within a factor of 3.

We point out that this search for bursts is suitable for any
transient gw which shows a nearly flat Fourier transform
H�v� of its amplitude h�t� at the two resonant frequencies
of each detector. The metric perturbation h�t� can either
be a millisecond pulse, a signal made by a few millisecond
cycles, or a signal sweeping in frequency through the de-
tector resonances. The IGEC search is therefore sensitive
to different kinds of gw sources such as a stellar gravita-
tional collapse [1], the last stable orbits of an inspiraling
NS or BH binary, its merging, and its final ringdown [16].
The computation of h from the measured Fourier compo-
nent H requires a model for the signal shape. A conven-
tionally chosen shape is a pulse lasting �1023 s [17]; in
this case, H should be multiplied by �103 Hz to get the
corresponding strain amplitude, h.

This Letter reports the results of the first coincidence
search for gw bursts performed by the IGEC observa-
tory. The observations covered most of 1997–1998, in-
cluding 625.0 days with at least one detector in operation,
260.4 days with at least two detectors in simultaneous op-
eration, 89.7 days with three detectors, and 15.5 days with
four. This is the first search with significant observation
time with more than two detectors. The duration of simul-
taneous operation would have been greater if it had been
possible to operate these instruments with higher duty fac-
tors, which were typically &50% during this period with
the exception of ALLEGRO. More details on the obser-
vatory, its data exchange protocol, and the exchanged data
set can be found in Ref. [14].

The analysis of the data can be divided into two parts:
a generation of candidate event lists for each of the indi-
vidual detectors, and a time coincidence analysis using the
lists. This approach, though not optimal, has the advantage
of being easily implemented and provides for a satisfactory
effectiveness.

Each IGEC group extracted the candidates for gw bursts,
or events, by applying a threshold to the filtered output of
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the detector. The events were described by their Fourier
magnitude H, their arrival time, the detector noise at that
time, and other auxiliary information. To limit the expected
rate of accidental coincidences, each detector threshold
was adaptively set to obtain a maximum event rate of
�100 per day, with typical values in the range Hdet �
�2 6� 3 10221 Hz21 corresponding to magnitude signal-
to-noise ratio SNR � 3 5. Single spurious excitations
are vetoed against disturbances detected by environmental
sensors. The AURIGA detector checked each event against
the expected waveform template by means of a x2 test
[18]. The lists of the events exchanged within IGEC by
each detector also include declarations of the off and on
times for the detectors.

All searches for coincident events used a time window
of 1.0 s. This choice limits the false dismissal probability
to less than a few per cent while it ensures a very low false
alarm probability when at least three detectors are observ-
ing simultaneously. No three- and fourfold coincidence
was detected, and therefore we did not identify candi-
dates for gravitational wave detection in the 89.7 days
of threefold observation. The detector thresholds were
typically 3 3 10221 Hz21 for the most sensitive three-
fold configuration (ALLEGRO-AURIGA-NAUTILUS)
and 5 3 10221 Hz21 for the others. To give examples of
detectable signals, these thresholds would correspond to,
respectively, �0.04MØ and 0.11MØ converted to isotropic
radiation in the optimal polarization at the distance of
the Galactic center (10 kPc), assuming a gw burst of
1 ms duration [17]. For comparison, the signal expected
from the last stable orbits of an optimally oriented NS
coalescing binary at 10 kPc with 2 3 1.4MØ, would give
H�v� � �3 4� 3 10221 Hz21 at the detector resonant
frequencies. The number and amplitude of the twofold
coincidences found in the 260.4 days of twofold obser-
vation are in agreement with the estimated accidental
background [14].

The estimation of the false alarm rate is a crucial ele-
ment in any gw search. It allows for the interpretation of
any observed coincidences as well as the evaluation of the
potential of the observatory. Since the events arrival times
of each detector are randomly distributed with a nonsta-
tionary rate, the expected background of accidental coinci-
dences can be computed by two methods: (i) by modeling
the event times as Poisson point process and using the mea-
sured rates of events for each detector, and (ii) by counting
the coincidences after performing even time shifts of the
event times of one detector with respect to the others [2].

In the first approach, the expected rate of accidental
coincidences is [19]

l � N
�Dt�N21

TN
obs

NY

i�1

ni , (1)

where N is the number of detectors simultaneously oper-
ating, Tobs their common observation time, Dt � 1 s the

maximum time separation for a coincidence, and ni the
number of events of the ith detector during Tobs. This
equation holds even if the event rates of detectors are not
stationary as long as they are uncorrelated among different
detectors.

The second approach is more empirical. In the case of
the twofold coincidence searches, the time shift results are
in agreement with those predicted through Eq. (1) [14],
and demonstrate that the event rates of different detectors
are uncorrelated.

The capabilities of the IGEC observatory with respect
to the false alarm probability are shown in Fig. 2 for a few
sample configurations of the observatory. The accidental
rate is calculated as a function of a signal amplitude thresh-
old Hthr at the detectors by applying Eq. (1) to the num-
ber of events of the detectors whose amplitude is $Hthr.
The typical time variability of the instantaneous acciden-
tal rate l has been calculated by means of a Monte Carlo
simulation based on the measured nonstationary behavior
of event rates on single detectors. This variability is about
1 order of magnitude with respect to the mean and is
mainly determined by the nonstationary performances of
the detectors. The estimated mean background of twofold
coincidences is still fairly high, unless Hthr is raised well
above the data exchange threshold Hdet. On the other

FIG. 2. Estimated rate of accidental coincidences, l�yr21�,
versus the threshold Hthr�Hz21� for a sample pair, triple, and
four-tuple of detectors in 1997–1998. The continuous lines show
the mean value of l for signal amplitudes $Hthr. The dashed
lines represent the 1 standard deviation upper bounds for the time
variation of the instantaneous accidental rates. This figure takes
into account the best 85% of common observation times, when
every detector had an event search threshold lower than 3.25, 3.8,
and 6.5 3 10221 Hz21, respectively, for the pair, the triple, and
the four-tuple. The l’s for the other operative configurations
of detectors were similar, allowing for a small increase of the
corresponding Hthr, at most by a factor of 2. The bold hori-
zontal line with arrow stands for the new upper limit set by
all IGEC detectors on the rate of incoming gw bursts during
1997–1998.
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FIG. 3. A sample of the upper limit with 95% confidence on the amplitude of single gw bursts incident with optimal polarization
and orientation on the IGEC observatory hour by hour in June 1998. The highest peaks shown are due to single high amplitude
events of one detector while the others were not operating.

hand, a threefold or fourfold coincidence search keeps a
high statistical significance even for Hthr � Hdet, since the
expected accidental rates are low enough: respectively, less
than one false alarm per 104 or 106 yr of observation at
Hthr � 4 3 10221 Hz21. These fall rapidly as Hthr in-
creases. In fact, the IGEC accidental background noise
would remain negligible even after centuries of observa-
tion time.

The 260 days of observation with two or more detectors
in simultaneous operation improved by about a factor of
3 the previously set upper limit on the rate of gw bursts
incident on the Earth [3]. Assuming the emission is de-
scribed by a stationary Poisson point process and using the
same procedure as in Refs. [2,3], the limiting rate set for a
gw burst emission from isotropically distributed sources is
#4 yr21 for Hgw $ 10220 Hz21 (Fig. 2) with 95% confi-
dence. A more complete analysis is in progress.

The IGEC observatory can also be used to set an upper
limit on the amplitude of gw bursts corresponding to astro-
nomical events, such as supernovae or gamma ray bursts.
For time windows of the order of the hour or larger, each
detector is likely to show accidental events and therefore
this upper limit benefits from a multiple coincidence search
among the operating detectors.

A sample of the upper limits on the amplitude of gw
bursts occurring within a time span of 1 h, is shown in
Fig. 3 for a few weeks of 1998, when up to four detectors
were operating. These limits apply to the component of the
radiation emitted with optimal polarization from a source
optimally oriented with respect to the detectors. We are
95% confident that there was no radiation above this level
hour by hour. In all of 1998, the limits set by the IGEC ob-
servatory were better than Hgw � 6 and 4 3 10221 Hz21

for 94% and 21% of the year, respectively. To specialize
these upper limits for a specific source direction, each de-
tector response should be divided by its antenna pattern
[13]. The corresponding observation times of the Galactic
center by IGEC within the same limits have been, respec-

tively, 44% and 7.5% of 1998. For a source at the Galactic
center emitting isotropically a 1 ms burst [17], the above
upper limits correspond to about 0.16MØ and 0.07MØ con-
verted in the optimal polarization.

Finally, we remark that the IGEC observatory is capable
of monitoring the strongest galactic sources with a very
low false alarm probability when at least three detectors
are simultaneously operating. All the groups involved are
actively working for upgrading the current detector perfor-
mances and therefore we expect in the near future to ex-
tend the observation range to the Local Group of galaxies,
which means an increase of a factor of 10 of the observed
mass.
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Conclusions

AURIGA data analysis is capable of optimal gw burst characterization. A combination of 
hardware and software characteristics let it have a very small timing error, which – with 
other 3 detectors of equal sensitivity – either would allow to spot in the sky the exact 
direction of the incoming wave, or to reject the signal as spurious, through a maximum 
likelihood method. 

Even without timing capability, an observatory implementing goodness-of-the-fit tests on 
the event waveform would reject most of the spurious signals at high SNR. With respect to 
other methods implementing an equivalent 1 degree of freedom test, the χ2 test of 3 or 4 
detector would allow from a hundred to a thousand degrees of freedom, letting therefore 
just a small window of possibilities for an accidental coincidence to be accepted. 

 However, amplitude estimates, time of arrivals and χ2 calculations are all still computed 
with the picture of a stationary-modeled noise. Unless new hardware improvements calms 
down the detector non-stationary behavior, the analysis will suffer a big loss in duty cycle, 
due to the necessity to identify good operational periods in the most robust way, to keep low 
the probability of a false dismissal. This in turn has serious consequences on the IGEC 
observatory performances, as there is little chance to have more than few weeks of common 
4-fold operation between detectors if the duty cycle stays below 50% on the single detector. 

One of the most impelling tasks is therefore to push on new methods of filter 
adaptiveness and data validation. 

Fast noise transients and filter parameter misestimate both could introduce biases. 
Investigation with Monte Carlo techniques now available can provide in the future some on-
line hint to trigger a recalibration of the filter parameters or to set finer (and maybe 
amplitude-dependent) automatic veto. 

The performance of the filter algorithm could be improved with also with a radical 
change of the filter, for example abandoning the Wiener-Kolmogorv static filter for a real 
adaptive Kalman filter approach [38]. 

As for future of IGEC, we should as soon as possible try to exchange pre-event search 
data, and in the form of a common data format, and methods for correlation analysis should 
be developed. 
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Convention, notations and symbols

, , , , , , ,...x y t z n i j  real, complex or integer scalars 
, , , ,...x y M N  vectors or arrays 
, , ,...n t i  stochastic process 

ν , ω = πν2  frequency in Hz and in rad/s  

τ τ τ
+∞

−∞
+∞

−
−∞

∗ ≡ ∗ ≡ −

≡

∫

∑

( ) ( ) ( ) ( ) ( ) continuous case

discrete casej i j j

x y t x t y t x t y d

x y

 signal convolution 

f( ) t( ) f( ) f( ) T( ) f( )T t t dt T
+∞

−∞

≡ τ − τ ⇔ ω ≡ ω ω∫ ! !" "
 effect of the linear system T on the signal f

 

+∞ +∞
ω − ω

−∞ −∞

ω ≡ ⇔ ω = ω
π∫ ∫! !1f( ) f( ) f( ) f( )

2
i t i tt e dt t e d  Fourier transform, direct and inverse 

{ }E x  mean of RV x 

{ }( ){ }σ ≡ = − 22 Var( )x x E x E x  variance of RV x 

21erf( )
2

x x

x

x e dx
+

−

−

≡
π ∫  error function

 

 
 
 
ADC analog to digital converter 
ARMA autoregressive moving average 
CL confidence level 
daq data acquisition 
FT Fourier transform 
gw gravitational wave 
MLM maximum likelihood method 
pdf probability density function 
PSD power spectral density 
SNR signal-to-noise-ratio 
SQUID superconducting quantum device 
ToA time of arrival 
WK Wiener-Kolmogorov 

0/T ω  carrier period/frequency 
/T∗ ∗ω  beating period/frequency 

tφ∆  superconducting quantum device 

wt  coincidence time window 

Wt  Wiener time 
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Useful results

MODEL OF THE TRANSFER FUNCTION OF A DOUBLE NORMAL MODE SYSTEM: 

Transfer function: 

( ) ( ) ( )
2

1
u ( ) k k k

k k k

i p i
i p i pδ ∗

=

ωω = α = ω + ε
ω− ω−∏!

 
Impulse response: 

[ ]
[ ]

0 0

1 1

0 1 0 1
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1 0 1 0 1 1 0 1 0 1
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( , , , )

( , , , )cos( ) ( , , , )sin( )
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e B t C t

e B t C t

δ

ε ω

ε ω

α= ×
ω ω ε ε

 ω ω ε ε ω + ω ω ε ε ω + × 
+ ω ω ε ε ω + ω ω ε ε ω    
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WK FILTER FOR IMPULSIVE FORCE: 

Transfer function 
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WHITENING FILTER: 
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GW SIGNAL TEMPLATE AFTER THE WK FILTER: 

Frequency domain 
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where
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