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Abstract

The origin of Ultra-High Energy Cosmic Rays (UHECRs) is one of the
most interesting questions in astroparticle physics. Despite the efforts by
previous experiments, there is no consensus on the origin and the propagation
of UHECRs.

Telescope Array (TA) experiment observes air shower generated by UHE-
CRs using an array of surface particle detectors (SDs) and fluorescence de-
tectors (FDs) and other important calibration devices.

The TA is installed in the desert of Utah, USA, about 1400 m above
sea level (39.3◦ N and 112.9◦ W). TA experiment has 507 SDs with 1.2 km
spacing covering about 700 km2 ground area. We searched for large scale
anisotropy using SD data taken from May 2008 until May of 2011.

The range of UHECR propagation is expected to be restricted in the
short distance because of their interaction with Cosmic Microwave Back-
ground (CMB) photons. The observed arrival directions are expected to
correlate with local large scale structure (LSS) if UHECR sources are some
astrophysical objects.

We used galaxies in 2 Mass Extended Source Catalogue to represent the
matter distribution in the LSS and calculated the propagation of protons to
the Earth. The deflections by the regular Galactic Magnetic Field (GMF)
is taken into account. The random magnetic deflections of UHECRs in the
Galactic and Extra-Galactic space are included. We compared the arrival
directions of UHECRs with the expected flux from the matter using one-
dimensional Kolmogorov-Smirnov (KS) test.

As a result, we observed the UHECR arrival directions are compatible
with the isotropy and no clear deviation is observed. The UHECR data is
also compatible with the proton LSS model when the effect of appropriate
GMF is taken into account.
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1. Introduction

The origin of Ultra-High Energy Cosmic Rays (UHECRs) is one of the
most interesting questions in astroparticle physics. Despite the efforts by
previous experiments, there is no consensus on the origin and the propagation
of UHECRs.

In this context, Telescope Array (TA) experiment[1, 2] is expected to
play an important role as the largest detector in the northern hemisphere
which consists of an array of surface particle detectors (SDs) and fluorescence
detectors (FDs) and other important calibration devices like Electron Light
Source (ELS), Center Laser Facility(CLF) and others.

The energy spectrum, composition, and arrival directions are main items
to be measured. They include direct information about the origin of UHE-
CRs.

Energy spectra of UHECRs measured by Akeno Giant Air Shower Ar-
ray (AGASA) [3], High Resolution Fly’s Eye (HiRes) [4], Pierre Auger and
Yakutsk experiments differ from each other. UHECRs are expected to be re-
stricted in the short distance because they cannot keep their energy because
of the interaction with Cosmic Microwave Background (CMB) photons. The
contribution of energy flux from distant sources sharply decreases at higher
energies from this reason and this is expected to result in the flux suppression
at the highest energies. This process is known as Greisen-Zatsepin-Kuzmin
(GZK) limit [5] and the interaction mainly consists of pion photo-production
and electron-positron pair production when the UHECR is a proton.

However, the AGASA data did not find the flux suppression. On the
other hand, the HiRes experiment observed the flux suppression [11], and the
Pierre Auger experiment confirmed the appearance of the flux suppression
[7].

Except for the flux suppression, the measured energy spectra by the dif-
ferent experiments are in good agreement after energy shift at the dip, which
may be a feature predicted by electron-positron pair production in collisions
of protons with CMB photons [6]. It suggests that the shape of the energy
spectra is rather consistent with each other and the understanding of the
difference of the energy scales of experiments is an issue. The preliminary
result of TA experiment confirmed the appearance of the flux suppression
more than 3 σ level below continuous energy flux [8, 9].

Xmax is the atmospheric depth of the shower max at which number of sec-
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ondary electrons of UHECRs in the atmosphere reaches maximum. Xmax is
known as the parameter which is sensitive to the composition of the primary
particle.

Xmax distribution of UHECRs measured by Pierre Auger [10] and HiRes
[11] experiments also differ from each other. The average and dispersion of
Xmax distribution are in good agreement with pure proton QGSjet models
according to HiRes experiment. But on the other hand, the average and
dispersion of Xmax distribution does not agree with pure proton models
and suggests the heavier component of the composition in case of Pierre
Auger experiment. The preliminary Xmax result of TA experiment is quite
consistent with pure proton QGSjet models as HiRes experiment [12].

Arrival direction distribution of UHECRs is observed in many experi-
ments and studied by many authors, but did not result in clear origins.

To search for auto-correlation is a direct way to search for point-like
sources using only observed arrival directions. AGASA found small scale
anisotropy of the arrival distribution of UHECRs above 40 EeV within 2.5
degrees, which is comparable with its angular resolution [13]. On the other
hand, HiRes did not find any significant signals for any point-like sources
[17, 18]. The cumulative auto-correlation of the arrival directions which were
observed by Pierre Auger was shown in Ref.[19]. The largest deviation of the
auto-correlation from the isotropic expectation corresponds to a little more
than 95 % confidence level for an angular scale of 11 degrees, and there is no
significant signal. The auto-correlation of the preliminary arrival directions
which were observed by TA SD was not significant [20].

To search for cross correlation is a way to extract the common properties
of sources. The correlation with BL Lac objects was discussed by using the
AGASA and Yakutsk data [14–16]. The authors of Ref. [21] made a com-
prehensive study of correlation with various classes of powerful extragalactic
sources and found that BL Lac objects and unidentified gamma-ray sources
might be correlated with the AGASA and Yakutsk data. Cross correlation
of UHECRs observed by HiRes with BL Lac objects studied by Refs. [14–16]
was not supported by the HiRes data [22]. Pierre Auger experiment showed
the spatial cross correlation between the arrival directions of its 27 events
above 57 EeV and the positions of nearby active galactic nuclei (AGNs)
from Véron-Cetty and Véron (VCV) catalogue with much more than 3 σ
confidence level [23, 24]. After the report, the confidence level of the corre-
lation decreased much, but the correlation in 99.7 % confidence level exists
also using updated results [19].
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Large scale anisotropy is a more general anisotropy predicted by several
authors [25–28]. HiRes reported disagreement with local large scale structure
(LSS) which is constructed using 2MRS catalogue within the angular scale
of 10 degrees above 40 EeV and 57 EeV with more than 95 % confidence
level [29].

Our analysis started from our results of energy spectrum and pure proton
composition. UHECRs are expected to be restricted in the short distance
from flux suppression at high energies, so arrival directions are expected to
exhibit local large scale anisotropy because of smaller magnetic deflections.

The trigger efficiency of our SD array reaches almost 100% when the
energy of UHECRs is above 10 EeV in this cut condition. This efficiency
results in the flat and constant acceptance of our SD array. The observation
with our array is continuous to have about 100% duty cycle, which gives
seasonal flatness of the acceptance. This feature of the acceptance is quite
different from that of FD data. In addition to that, the statistics of SD data
is larger than that of FD data. These features of SD data are good to explore
the anisotropy. So we used SD data for this study.

We reviewed the recent progress of the study of candidates of UHECR
sources as astrophysical objects, and propagation of UHECRs and observa-
tion results in Section 2. In Section 3, we described the detailed information
of TA detectors and data acquisition systems. Monte Carlo simulation (MC)
which we developed is described in Section 4. The detailed data reduction
including calibrations is described in Section 5. The methods and results of
large scale anisotropy search using the data described in the previous section
are explained in Section 6. Summary and conclusion are shown in Section 7.

6



2. Review of Ultra-High Energy Cosmic Ray Physics

Today, UHECRs are observed in several experiments which have large
acceptance and even about more than 100 EeV UHECRs are actually ob-
served. On the other hand, the origin and the generation mechanism of the
UHECRs are very poorly known. This situation may be partially because
of the difficulty of the interpretation of observation results some of which
look contradicted and partially because of the very small statistics and par-
tially because of the difficulty to measure the intergalactic and the Galactic
magnetic field precisely.

In this section, we review this situation of UHECRs starting from rather
theoretical point of view. The constraints of sources are based on the criterion
of particle acceleration known as Hillas criterion and the studied accelera-
tion mechanisms which make the expected injection spectrum are shown in
Section 2.1. In Section 2.2, we review the propagation processes including
interaction with CMB photons which may be the cause of observed flux sup-
pression and including magnetic deflection which may have a big influence
on the observed arrival direction distribution. The observation method us-
ing extensive air shower (EAS) generated by UHECRs is described in Section
2.3, and we review the observation results in Section 2.4.

2.1. Source Candidates and Cosmic Ray Acceleration

• Updated Hillas plot including radiation losses.

Candidates of UHECR sources need to satisfy some physical require-
ments to accelerate particles to ultra-high energy. As summarized in
Ref.[30], UHECR sources should have enough power and geometry
where the accelerated particles can be kept inside while being accel-
erated, while the magnetic and photon fields cannot be too strong to
avoid large radiation and photo-meson energy losses. UHECR sources
should satisfy also observed conditions such as UHECR energy spectra,
photon limits and neutrino limits and so on.

One simple criterion about the geometry was considered long ago. The
accelerated particle is presumably confined by the magnetic field, so the
particle’s Larmor radius should not exceed the size of the candidate
of the UHECR source, while the particle is being accelerated. This
criterion is recognized as the Hillas criterion [31], and is often presented
as the Hillas plot where the size of the accelerator and the magnetic
field strength are plotted.
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In Fig.1, not only the Hillas criterion but also the criterion of syn-
chrotron radiation losses for each type of candidates are considered as
shaded regions.

Figure 1: Updated Hillas plot considering criterion of the geometry and the synchrotron
radiation loss. Left figure is the criterion of 100 EeV protons. Right figure is the criterion
of 100 EeV irons. Boxes denote parameter regions for various objects. NS:neutron stars,
AXP: anomalous X-ray pulsars and magnetors, BH: super-massive central black holes of
AGN from low power Seyfert galaxies (Sy), to powerful radio galaxies (RG) and blazers
(BL). AD: central parsecs of active galaxies from Sy, RG, and BL. K:relativistic knots, HS:
hot spots, and L:lobes of powerful galaxies. The thick line represents the lower boundary
of the area allowed by the Hillas criterion. Shaded areas are allowed by the radiation loss.
Light gray, gray and dark gray assume different conditions of accelerations. Light gray
and gray do not consider diffusive process and light gray does not consider synchrotron
radiation loss but radiation loss in the ordered field in the very specific configuration. Dark
gray region is allowed by synchrotron radiation loss in the diffusive acceleration process.
[30]

Several possible candidates of UHECR sources are often discussed in
this literature. As candidates of UHECR sources, radio-loud AGNs are
discussed in Ref.[32–39], gamma-ray bursts (GRBs) are discussed in
Ref.[40–45], and low luminosity GRBs and hypernovae are considered in
Ref.[46, 47]. Accelerations in the vicinity of black holes are considered
[48–52], and magnetors and clusters of galaxies are also discussed as
UHECR sources [53–57].
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• Acceleration Mechanisms

Acceleration mechanisms of particles determine the concrete injection
energy spectrum of the UHECR source. From the observations of
cosmic-ray energy spectra, it is clear that the spectra universally follow
power-law. (See Fig.2)

The first-order [58] and second-order [59] Fermi acceleration generate
power-law energy spectrum. In Fermi’s original paper, the collision
between a particle and a massive cloud was assumed. An infinitely
massive cloud with unchanged velocity collides with particles which
have random incident angles in the hydromagnetic waves or irregular-
ities in the magnetic field. These collisions result in power-law energy
spectra in average. Second-order Fermi acceleration considers an ad-
ditional term to describe the diffusion of the particles in momentum
space.

Bell’s simple model is the first order Fermi acceleration assuming only
the presence of strong shock waves and that the velocity vectors of the
high energy particles are randomized on either side of the shock [60].
This model gives the unique index of differential energy spectrum, -2.
This mechanism seems to explain the physical reasons why power-law
energy spectra with a unique spectral index should occur in various
astrophysical environments.

Different concrete acceleration conditions for shock acceleration like
this kind of diffusive acceleration are considered as following.

The accelerated particle crosses a boundary between layers with differ-
ent velocities in the shock [61–63]. In case of ultrarelativistic shocks
in AGN jets, in the case of isotropic scattering of particles, the accel-
eration energy spectrum index is -2.23 ± 0.01 according to Ref.[64].
This index depends on scattering properties of the medium [65, 66].
The large angle scattering was found to make -2.7 acceleration energy
spectrum index [65]. The effect of compression of upstream magnetic
field results in decreasing acceleration energy spectrum index [66].

In case of mildly relativistic internal shocks of GRBs, the acceleration
energy spectrum index is about -2 according to Ref.[67, 68]. In case of
ultrarelativistic external shocks of GRBs, the condition of the acceler-
ation is similar to AGN jets.
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Inductive(one-shot, or direct) acceleration mechanisms other than dif-
fusive acceleration are also considered [31]. The particle is expected to
be accelerated by large scale electric field in this mechanism. Strong
ordered fields on relatively large scales are required. Large scale jets
case [39] and the case of neutron stars [55] and black holes [50–52] are
considered.

• Implication of the type of astrophysical objects on the UHECR obser-
vations

From the point of UHECR observations, astrophysical objects consid-
ered above can be categorized into persistent and transient sources.
Flare like burst emitted from AGNs and GRBs are categorized as tran-
sient sources. If UHECR sources are transient sources like GRBs, it is
expected to be quite difficult to identify a GRB as a source of an UHE
charged particle which is observed on the Earth, because charged par-
ticle arrive at the Earth much later than the arrival of photons because
of the existence of magnetic field as mentioned later in this section. So
spatial cross correlation search between UHECR arrival directions and
persistent sources like AGNs were tried, when we want to find out some
kinds of persistent sources [14–16, 19, 21–24].

2.2. Cosmic Ray Propagation

2.2.1. Energy Losses of UHECRs

The accelerated UHE particles which started from some astrophysical
objects, need to keep their energies to reach the Earth to be observed as
UHECRs. The space is filled with about 410 (/cm3) CMB photons univer-
sally, so the interaction of the UHE particles with CMB photons is thought
to be the most important process for UHE particles to lose their energies.

Here, we show several important energy loss processes to consider the
propagation of UHECRs.

1. Adiabatic Energy Losses
Adiabatic energy losses occur inevitably by the cosmological expansion.
This energy loss is given by

−E−1dE/dt = H(z). (1)

Here, H(z) = H0

√
(1 + z)3Ωm + ΩΛ, where H0 = 72 km/s/Mpc Ωm =

0.27 and ΩΛ = 0.73 according to [70].
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1Figure 2: Compilation of observed differential energy spectra [69]. Green broken line is
the energy spectrum with -2.7 power index.

2. Electron-positron pair production
Electron-positron pair production induced by CMB photons does not
break the accelerated nuclei. In case of proton, this process is expressed
as p+γCMB → p+e++e−. This process is important around 10 EeV in
case of proton as we can see in Fig.3. On the other hand, this process
is important around when Lorentz factor Γ is a little above 109 which
corresponds to a little above 60 EeV in case of iron as we can see in
Fig.4.

3. Pion production
This proton process becomes the dominant process of the energy above
about 60 EeV. This process is expressed as p + γCMB → N + π. The
expected sharp steepening energy spectrum due to this process is rec-
ognized as GZK cutoff [5].

4. Photo-disintegration
This process of UHE cosmic ray nuclei becomes the dominant process
when Lorentz factor is above about 3·109 which corresponds to a little
above 180 EeV in case of iron. This process is expressed as A+γCMB →
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(A−1) + 1, A+γCMB → (A−2) + 2... In the lower energy, the leading
process of this process is one and two nucleon emission process.

As emphasized in Ref.[6], the dip feature of energy spectrum can be given
by the pair production process of proton. And steep flux suppression of
higher energy UHECRs can be given both by pion production process and
photo-disintegration process.

For UHECR arrival direction analysis, this remarkable flux suppression
caused by pion production process of UHECR proton is important. Because
of this process, UHECR protons which is more than about 60 EeV cannot
travel more than 200 Mpc from the source [71].

UHECR heavy nuclei sources are also expected to be restricted to nearby
extra galactic sources because of photo-disintegration process. But in this
case, the influence of magnetic deflection is expected to be serious as de-
scribed in the following section.

Figure 3: UHE proton energy losses E−1 · dE/dt at z = 0 [6].

The distance dependence of the contribution to the observed flux is shown
in Fig.5 when we assume the uniform source density, changing the consider-
ation of the processes of the proton propagation. The left top figure shows
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Figure 4: Energy losses for heavy nuclei due to photo-disintegration and pair production
on CMB ( red full line and blue dotted line, respectively) and adiabatic energy loss (green
dashed line) [72]. The horizontal axis is the Lorentz factor of the nuclei.

the case considering only D−2 diffusion. Number of sources is proportional
to D2, so the contribution to the flux is same at each distance in this case.
The fraction within a few hundred Mpc increases about 2 times larger with
pair production process than the case only with diffusion at around 10 EeV
as shown in the difference between the right top figure and the left bottom
figure. And we can see that the fraction within a few hundred Mpc drasti-
cally increases above 40 EeV with pion production process, which is known
as GZK limit.

2.2.2. Extra Galactic Magnetic Field

The magnetic deflection of UHE protons by intergalactic magnetic field is
simulated by several authors. When SPH (smoothed particle hydrodynamics)
simulation with magnetic field is done, the magnetic deflection angle is much
less than 1◦ for 100 EeV protons in Ref.[73]. In this simulation, the mean
magnetic field strength in filament is about 0.1-0.01nG according to the figure
7 in this reference.
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Figure 5: The distance dependence of the fraction of the contribution to the observed
flux is shown in these figures when we assume the uniform source density and injection
energy spectrum E−2.62, changing the consideration of the processes of the propagation.
The vertical axis in each figure means the cumulative fraction of the contribution to the
observed flux within the distance. The different colors mean the different observed energy
range. The left top figure considers only D−2 diffusion. The right top figure considers
diffusion with redshift loss. The bottom left figure considers diffusion, redshift loss and
electron positron pair production energy loss interacting with CMB photons. The bottom
right figure considers diffusion, redshift loss, pair production loss and pion production
energy loss interacting with CMB photons.
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When hydrodynamics simulation is done, the mean deflection angle is
about 15◦ for 100 EeV protons in Ref.[74]. 3-4◦ separation angles between
events remain even with such large deflection angles according to the paper.
In this simulation, the average magnetic field strength in filament is about
10 nG.

When another hydrodynamics simulation is done, the magnetic deflection
angle can be about 20◦ for 100 EeV protons in Ref.[75]. In this simulation, the
extra galactic magnetic field strength located in the filament-like structure
is about 100 nG.

The results of simulation seem to be different about 1 order of magnetic
field deflection angle and 3-4 order of magnetic field strength.

The arrival time delay of observed events of UHE protons compared with
the travel time of light is also calculated in Ref.[76]. Average time delay
compared with light travel time is about 1 Gyrs for around 10 EeV UHE
protons, and about 100 kyrs for around 100 EeV UHE protons according to
this reference. The arrival time delay of UHECR nuclei would be estimated
to be longer than these results. This too much delay vanishes the meaning
of arrival time distribution of UHECRs to identify astrophysical sources. We
cannot observe UHECRs during this time range.

2.2.3. Irregular Galactic Magnetic Field

In Ref.[77, 78] the deflections of UHECRs in the random Galactic mag-
netic fields are estimated as

δr = 0.6◦ ·
(

1020eV

E/Z

)(
Br

4µG

)√
D

4kpc

√
Lc

50pc
(2)

, where D is the distance from the Earth and Lc is the coherent length of
random magnetic field and Br is the random field strength.

The random component of the deflection angle of 40 EeV protons is es-
timated as 0.2-1.5◦. Recently, the deflection angles of 40 EeV proton is
anticipated to be about 3 degrees using the information of updated Faraday
rotation measurement which is reported in Ref.[123].

2.2.4. Regular Galactic Magnetic Field

Faraday rotation of linearly polarized radiation from pulsars and from
extragalactic radio sources (EGRs) is the most powerful probe of the diffuse
magnetic fields in our Galaxy.
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Faraday rotation measurement (RM) is given by

0.812
∫ d[pc]
0 (B||[µG])(ne[cm

−3])dl (rad m−2) where dl is the elemental vector
and B‖ is the vector magnetic field along the line of sight toward us, and ne

is the free electron density and d is the distance.
Faraday rotation is the result of the integration of neB·dl along the line of

sight, so we need the model of ne and B structure to estimate B⊥ component
which is needed to calculate the deflection angle of UHECRs.

Despite the progress of several observations of Faraday rotation, there is
no confirmed overall picture of the Galactic magnetic fields including its disk
fields and halo fields.

The recent analysis of the RMs of EGRs around the disk of our Galaxy
gave 11◦ ± 2◦ pitch angle [80]. This looks a clear progress about the geometry
of the Galactic magnetic fields in the disk. But the total picture of the
Galactic magnetic fields in the disk may not be so clear. The magnetic field
models which are shown in Fig.6 are typically considered. The detail of the
formulation of the models is shown in Section.6.2. Strictly speaking, any
single magnetic field models of the disk of our Galaxy is not enough to fit
RM data [81].

The RM amplitudes of EGRs in the mid-latitudes of the inner Galaxy
are systematically larger than that of pulsars, indicating that antisymmetric
magnetic fields in the Galactic halo are extended towards the Galactic center,
far beyond the pulsars [82]. Model fitting of RM amplitudes has confirmed
this conclusion [83]. The toroidal type of the Galactic magnetic fields in the
halo which is antisymmetric below and above the plane is needed to explain
the RM amplitudes in the mid and high-latitudes. Fig.7 is the recently
observed RM amplitueds [123] which show clear antisymmetric feature below
and above the plane. The quantitative interpretation of the observed RM is
explained in Section.6.2.

The local vertical field component Bz was suggested as about 0.2 µG in
the solar vicinity in Ref.[84, 85]. On the other hand, the recent observations
of RM amplitudes in the high-latitudes exhibit the different result to the
south Galactic pole and to the north Galactic pole [86]. RMs of 0.0 ± 0.5
rad m−2 and 6.3 ± 0.7 rad m−2 toward the north and south Galactic poles
indicates that there is no coherent vertical magnetic field in the Milky Way
at the Sun’s position.

The regular field strength of the Galactic magnetic fields at some points
is measured in some accuracy. The measurement of the regular field strength
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in solar vicinity gave 1.5 ± 0.4 µG [87], and 4.4 ± 0.9 µG near the Norman
arm [88].

Figure 6: Examples of the models of the regular GMF are shown in this figure. The arrow
size of 1 kpc corresponds to the 2 uG field strength. The left figure is an example of the
ring model which is shown in Ref.[83]. The center figure is an example of ASS model
which is shown in Ref.[121]. The right figure is an example of BSS model which is shown
in Ref.[83].

2.3. Air Shower Generation and Observation Methods

• Air Shower Generation

The differential energy flux of cosmic rays decreases following power
law whose index is about -3 as shown in Fig.2, indicating that the
statistics of higher energy decreases drastically. So the statistics of
UHECRs is very small, and this makes the observation difficult. For
direct measurement of cosmic rays at the top of atmosphere, a 2 m2·str
aperture detector which observes for 100 hours is expected to observe
about 50 cosmic rays above 100 TeV as an example [89]. This means
that this observation is expected to observe about only 5 · 10−7 cos-
mic rays above 1018 eV. It is not realistic to construct a big chamber
which covers more than km2 at the top of atmosphere. So the indirect
measurement using extensive air shower is the main method for the
observation of UHECRs.

When UHECRs survive even after the propagation described in the
previous section, UHECRs arrive at the Earth. When such high energy
charged particles collide with particles in the atmosphere on the Earth,
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Figure 7: Observed RM values by NVSS. Red circles are positive and blue circles are
negative RM values. The size of the circle is linear with magnitude of RM. [123]

the collision generates a lot of secondary particles. This phenomenon
is recognized as an air shower. The schematic view of the development
of an air shower is shown in Fig.9.

The hadronic interaction which is induced by an UHECR generates
many energetic secondary pions and these pions decay and generate
electro-magnetic showers. The leading process of π0 decay is π0 → 2γ
and the secondary gamma rays create electron-positron pairs. The
leading process of secondary electrons is the bremsstrahlung when the
energy of electrons is above the critical energy which is about 88 MeV
under 1 atm condition. The leading process of π± is π± → µ± +νµ and
the secondary muons decay into electrons.

1 particle generate 2 particles in the both processes of the electron-
positron pair creation and the bremsstrahlung and these processes in-
crease the number of secondary particles logarithmically. This is the
main component of the extensive air shower development.

• Particle Detection using Ground Based Array

The ground based particle detector for UHECRs which consists of plas-
tic scintillators is used in AGASA. This type of detectors detects the
scintillation light emitted in the plastic scintillators using PMTs. The
scintillation light is known to be proportional to the energy deposition
of charged particles passing through them. The ground based parti-
cle detector which consists of water tanks is used in Pierre Auger, and
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Figure 8: The schematic view of the development of an extensive air shower. [90]

Haverah Park. This type of detectors detects the Cherenkov light emit-
ted in the water tanks using PMTs. The Cherenkov light is emitted in
the tracks of relativistic particles in the detector. These detectors can
monitor energetic secondary particles in the air shower in their way.

The geometry of the ground based array is designed to cover the large
air shower geometry induced by UHECRs and to archive enough large
statistics. The schematic view of the arrival timing distribution in the
air shower is described in Fig.9. The timing distribution of the arrival
secondary particles is important to determine the geometry of the air
shower. So the high speed devices like plastic scintillators and PMTs
which have several ns decay time are usually selected and enough small
spacings of the array are designed. Recently FADCs are instrumented
in data acquisition devices and the timing distribution of the output of
PMTs is directly recorded in TA and Pierre Auger. The determination
of the geometry of the air shower is directly related to that of the arrival
directions of UHECRs.

The secondary particles spatially spread wider in the lateral direction
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Figure 9: The schematic view of the ground based array observing an extensive air shower.
Tf is the propagation time of the tangential plane of the shower front on the array which
is called as shower front. Td is the average time delay of the secondary particles in the air
shower. Ts is the thickness of the shower front. [91]

depending on the development of the air shower. The lateral distribu-
tion of secondary electrons depending on the development is approxi-
mately given in the formula

ρe = NeC(s, rm)
(

r

rm

)s−2 (
1 +

r

rm

)s−4.5

(3)

and

C(s, rm) =
Γ(4.5 − s)

2πr2mΓ(s)Γ(4.5 − 2s)
, (4)

where r is the lateral distance, ρe is the number density of electrons,
Ne is the total number of electrons, rm is the Moliere radius which
represents the Coulomb scattering of low energy electrons and s is the
age parameter which increases as the air shower develops and reaches
1 at the maximum development. This formula is obtained using some
approximations which is called as B approximation for an infinitely
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large primary energy, and this is known as Nishimura-Kamata-Greisen
(NKG) function.

The actual detector response happens in more complicated situation.
The modified lateral distribution function is set to adjust each experi-
ment.

The information of the lateral distribution includes the total number
of electrons on the ground. The total number of electrons is known
as a parameter which is approximately proportional to the primary
energy. It is impossible to measure directly the total number of charged
particles with sparse ground array so practically S(600) which means
the signal 600m distant from the core position is used as an energy
estimator in AGASA and S(1000) which is 1000m distant from the
core is used in Pierre Auger as an energy calibration parameter. This
S parameter is usually reconstructed using modified NKG function and
there is also a mention that the systematics and the fluctuations of the
energy depositions are at minimum at certain hundreds of meters from
the shower core [92, 93].

An extensive air shower simulations need to evaluate S parameter corre-
sponding to the certain primary energy, because there is no calibration
sources for now other than air showers which are detected by the flu-
orescence detectors. So the ambiguity of hadron interaction models
and the composition of UHECRs in the simulation becomes the sys-
tematic error of the energy determination in this method. This is the
main systematic error of the energy determination of this method. This
systematic error is estimated about 12 % in AGASA.

The large number of secondary particles enables the sparse spacing and
the large coverage of the ground array. The recent large ground array
for UHECRs cover more than hundreds of km2, which results in the
observation of more than several hundreds of particles per 100 hours
which is more than 1 EeV. In addition to that, this detection method
does not much depend on the ambiguity of the atmosphere on the Earth
because this detection method observes only the energetic particles. So
we can observe at the daytime and the night uniformly without much
calibration of the atmosphere, which enables simple anisotropy analysis
of the arrival directions of UHECRs.

• Fluorescence Detection
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When the secondary charged particles go through 1 g/cm2 atmosphere,
those particles lose about 2.2 MeV of their energy [94]. In the process
the secondary charged particles in the air shower excite and ionize
mainly nitrogen in the atmosphere, and the nitrogen emits photons
which have ultra violet wavelength as air fluorescence light. So the
total photons of the air fluorescence at one depth of the atmosphere is
approximately proportional to the total number of charged particles in
the air shower. The technique of the fluorescence detection makes use
of this phenomenon.

Fluorescence detectors observe the air fluorescence light induced by the
extensive air shower using telescopes. So the detectors can measure
the total number of charged particles depending on the atmospheric
depth. The fluorescence detectors are instrumented in the observatories
of Pierre Auger, HiRes, Fly’s Eyes.

The fluorescence detectors can directly observe the longitudinal de-
velopment of air showers other than ground array. The longitudinal
development of the air shower includes the important information of
the composition and the energy of primary UHECRs.

The first interaction points of the UHE heavy nuclei are expected to be
higher than the light nuclei and the fluctuation of the points is expected
to be smaller because heavy nuclei consist of many light nuclei. The
Xmax means the atmospheric depth when the number of charged par-
ticles is at the maximum in the air shower. This observable reflects the
feature of the first interaction point and the ambiguity of this observ-
able is rather small because there are much number of charged particles
at the depth. So the Xmax is known as an important observable for
the determination of the composition of UHECRs.

If we multiply the integration of the observed longitudinal development
of charged particles by the energy loss rate 2.2 MeV per g/cm2, we can
roughly calculate the primary energy. More correctly, muons do not lose
their all energy in the atmosphere and hit the ground with about 10
GeV, so the observed total energy misses this kind of escaped charged
particles and neutrinos and the simulation of the missing energy is
needed to be calculated. The missing energy is estimated to be about
5 % for protons and 15 % for irons.

The longitudinal development of charged particles are estimated from
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the observed photons and from the distance from the location of the
telescopes and from the florescence yield which is measured in several
laboratories, so the atmospheric transparency and the scattering fea-
ture of the photons should be precisely calibrated in this method. This
systematic error of the calibration is the main source of the systematic
error of the energy.

2.4. Observed Energy Spectrum, Composition and Arrival Directions

There are several observations of UHECRs and results, here we review
the results.

• Energy Spectrum

The compilation of the observed energy spectra is shown in Fig.10.
Energy spectra of UHECRs measured by Akeno, AGASA [95], Fly’s
Eye [96], HiRes, Pierre Auger [97] and Yakutsk [98] experiments shown
in this figure. In this figure, those results are overlaid with preliminary
TA results (FD, SD and Hybrid). The HiRes, Auger and preliminary
TA SD experiment clearly show the flux suppression.

The measured spectra by the different experiments are in good agree-
ment after energy shift at the dip, which is a feature predicted by
electron-positron pair production in collisions of protons with CMB
photons [6]. This energy shift is carried out in Fig.11. In this figure,
TA and HiRes results are not scaled at all because the dip energy scale
and the flux suppression energy scale at the high energy end agree the
prediction by the pure proton model.

The difference of the energy scale between experiments is an issue es-
pecially for anisotropy analysis. For example, 20 % shift of the energy
scale cause about 2 times larger/smaller statistics over a certain energy
threshold under E−3 energy spectrum. This difference makes the sim-
ple compilation of observed UHECRs in different experiments difficult.
If the systematic error of the energy does not much depend on the
energy as suggested by Ref.[6], the simple multiply of the discrepancy
of the energy scale enables the compilation of the UHECRs observed
in different experiments, but it needs a great care about the energy
dependence of the systematic error of the energy determination.

• Composition
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Figure 10: The compilation of observed en-
ergy spectra.
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Figure 11: The compilation of scaled ob-
served energy spectra.

The results of the observed Xmax is shown in Fig.12, 13 and 14.

In Fig.12, the average and dispersion of Xmax distribution observed in
Pierre Auger are drawn. We can see in this figure that Xmax distribu-
tion significantly deviate from the expectation of proton models.

In Fig.13, the average and dispersion of Xmax distribution observed in
HiRes are shown. We can see in this figure that the Xmax distribution
is in good agreement with pure proton QGSjet models from the both
points of the average and the dispersion in this experiment.

In Fig.14, the preliminary results of the average values of Xmax dis-
tribution observed in TA are drawn. We can see in this figure that
the average of the Xmax distribution is in good agreement with pure
proton QGSjet models.

In Fig.15, the preliminary results of the compatibilities between the
Xmax distribution observed in TA and several models using Kolmogorov-
Smirnov (KS) test are shown. We can see in this figure that the shape
of the Xmax distribution is in good agreement with pure proton QGSjet
models. On the contrary, pure iron model is rejected in 1018.4−19.4 eV
energy range in much more than 99.7 % confidence level.

Interpretation of these results is not so easy. The composition of the
observed UHECRs is expected to be purely proton in TA and HiRes
because of no significant feature of the deviation from the both points
of the average and the dispersion of Xmax distribution. These results
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may contradict the results in Pierre Auger. This discrepancy may be
because of the different observation techniques or the different analysis
methods or the difference of the location of the observatory (northern
hemisphere and southern hemisphere. We do not have the answer yet
anyway.

Figure 12: Left: Observed average Xmax distribution in Pierre Auger. Right: Observed
root mean square of the Xmax distribution in Pierre Auger. [10]

Figure 13: Left: Observed average Xmax distribution in HiRes stereo data. Right: Ob-
served sigma of the Xmax distribution using HiRes stereo data. [11]
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Figure 14: The preliminary observed average Xmax distribution using TA stereo data.
[12]

Figure 15: The Kolmogorov-Smirnov (KS) test is carried out for Xmax distribution be-
tween the TA stereo data and several models and the compatibility is drawn in this figure.
[12]
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• Arrival Directions

Arrival directions published by AGASA, Auger and HiRes are shown
in Fig.16, 17 and 18.

The observed 58 arrival directions of UHECRs above 40 EeV in AGASA
is shown in Fig.16. Doublets and triplets found by AGASA is shaded
circles in this figure. These clusters seem to distribute all over the
exposure and suggest the extra Galactic sources of UHECRs.

Figure 16: The observed arrival direction distribution in AGASA taken from [99] The
skymap in equatorial coordinate of arrival directions of cosmic rays with energies above 40
EeV observed between 1990 and 2002. This skymap uses Hammer projection. Events with
energies above 100 EeV are shown in red. Clusters are indicated as shaded 2.5◦ circles.
Blue circles are for doublets and pink circles are for triplets. The galactic plane is red line,
and the super-galactic plane is blue line in this map.

The observed 69 arrival directions of UHECRs above 55 EeV (originally
57 EeV but a bit changed later) in Pierre Auger is shown in Fig.17.
Tested directions of AGNs from VCV catalogue are also shown as blue
circles in this figure. The cross correlation between the arrival direc-
tions of UHECRs and AGNs deviate from isotropy in 99.7 % confidence
level. There may be the feature of the concentration of the arrival di-
rections around the Centaurus A (Cen A) in larger angular scale from
Fig.17. The largest deviation of number of events around Cen A from
the isotropic expectation reaches more than 3 σ with 18 degrees angu-
lar scale, but the deviation is not significant if the selection bias of the
angular scale is taken into account.
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Figure 17: The observed arrival direction distribution in Pierre Auger. This skymap is
drawn using Hammer projection in galactic coordinate. Blue shaded circles of 3.1◦ radius
are centered at the 318 AGNs in VCV catalog within 75 Mpc in Pierre Auger field of view.
Darker blue indicates larger relative exposure. [19]

The observed 309, 27, and 10 arrival directions of UHECRs used for
the LSS analysis above 10, 40, and 57 EeV in HiRes is shown in Fig.18.
These events are cut under |b| <10◦ because of lacking of the coverage of
2MRS catalog. Arrival directions of UHECRs are completely separated
and it is clear that there is no cluster especially in the middle and
bottom figure in Fig.18. In addition to that, we cannot see any events
in the darkest color in the bottom figure. This means the rather strong
rejection of LSS model even with such small amount of data. HiRes
reported the disagreement with LSS which is constructed using 2MRS
catalogue within the angular scale of 10 degrees above 40 EeV and 57
EeV with more than 95 % confidence level [29]. This result may be
rather serious issue for the anisotropy search.
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Figure 18: The observed arrival direction distribution in HiRes [29]. This skymap is
drawn using Hammer projection in galactic coordinate. White dots indicate HiRes events
and the contour indicate expected flux weighted with exposure with threshold energies 10
EeV(top), 40 EeV(middle), and 57 EeV(bottom). Darker gray indicates higher value and
each band contains 1/5 of the total flux weighted with exposure. And All maps are made
by using 6 degree smearing angles.
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3. TA Detector

The site of the Telescope Array experiment is located in the desert of Utah
in USA, about 200 km southwest of Salt Lake City. The center of the array
where CLF is built is located at 39.3◦ Latitude, -112.9◦ Longitude, and is
1382 m above sea level. The Telescope Array experiment is the largest hybrid
detector in the northern hemisphere, which consists of 2 types of detector: SD
array and FDs. The SD array consists of 507 SDs which consists of 2 layers
of 3 m2 plastic scintillators are deployed in a square grid with 1.2 km spacing,
covering about 700 km2. SD array is surrounded by 3 FD stations which are
on the corners of an about 30 km triangle. Since this experiment requires
large acceptance, long distance radio network system was developed for the
facilities in the TA site. The system consists of 3 communication towers and
5 sites (3 FD stations, CLF, and Cosmic Ray Center in Delta City). There
are 3 SD DAQ sub-arrays with which SD host electronics communicate from
each communication tower called as Black Rock Mesa (BRM), Long Ridge
(LR) and Smelter Knolls (SK) sub-arrays. 3 FD stations are called as BRM,
LR, and Middle Drum (MD) Station. Those are connected with 2.4 GHz and
5.7 GHz wireless LAN [100]. The Telescope Array underwent commissioning
in 2007 and started routine data collection operations in March 2008. The
experiment is being performed by a collaboration of about 120 members from
about 25 institutions in 4 countries (Japan, United States, South Korea, and
Russia). Fig.19 shows the layout of the Telescope Array.

3.1. Surface Particle Detector

Each SD has 2 layers of 1.2 cm thick scintillators. The scintillation light
is gathered by wavelength shifting (WLS) fibers and brought out to a PMT
for each layer. The SD electronics consists of 2 channels of 12-bit FADCs
with 50 MHz sampling, FPGA for fast signal processing, CPU for slow signal
processing, CPLD for board control, 1 charge controller, ADCs for monitor-
ing, and DACs for setting high voltage of PMTs. Power for the PMTs and
electronics is supplied by solar power system, and communication with the
SD host electronics at the communication tower is performed with a wireless
LAN modem board using 2.4 GHz spread spectrum technology. Fig.20 shows
a SD in the field. Fig.21 and Fig.22 show the configuration of a scintillator
box in which plastic scintillators are.

When signals from 2 PMTs of the SD exceed 0.3 single muon peak, level-0
trigger is generated and the waveform is stored locally in a memory with a
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Figure 19: The layout of the Telescope array. The dots represent the positions of SDs. 3
communication towers marked as BRM, LR and SK Tower are located near the edge of
the SD array. The SD DAQ sub-arrays called as BRM, LR and SK sub-arrays are located
in the southeast, southwest, and north respectively. 3 FD stations are marked as BRM,
LR, and MD Station.

time stamp by a GPS. When both PMT signals exceed a trigger threshold
of 3 muon peaks, the trigger timing information is locally stored in a list
(level-1 trigger). The trigger timing of level-1 trigger is transmitted with the
data for monitoring to the SD host electronics every second. The timing of
level-1 trigger is checked by the SD host electronics and data taking of wave
forms is started if there are at least 3 adjacent counters within 8 µs time
window (level-2 trigger). TA SD array started full operation in March 2008.
Since May of 2008, the fraction of running time is more than 97 % and the
fraction of good SDs which are used for the analysis is more than 98 %. The
detailed performance is shown in Section.5.

Since 3 DAQ sub-arrays were operated independently at first, there was
inefficiency of shower triggers around the boundaries of neighboring shower
triggers around the boundaries of neighboring sub-arrays. We installed cross-
boundary trigger to improve and make the shower efficiency uniform inside
the array region in November 2008 [101].
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The local SDs send monitor data to SD host electronics every second with
level-1 trigger information. This monitor data which is locally accumulated
enables us real-time calibration and monitoring. The monitor data includes
level-1 trigger rate, GPS time stamps, and clock counts between 1 pps as
every second data, and includes level-0 trigger rate, battery voltage and bat-
tery charging current as every minute data, and includes charge histogram,
pulse height histogram, pedestal histogram, and GPS condition information
as every 10 minutes data. Fig.23 shows charge histograms for one SD. This
charge histogram including all charge information enables precise SD cali-
bration which is shown in Section.5.
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Figure 20: A SD in the field. There is a scintillator box under the roof to avoid the overheat
caused by the sunshine. In a scintillator box, there are 2 layers of plastic scintillators. A
SD electronics and a battery box are on the back of a solar panel. The height of an
antenna pole is about 3m and the direction of the antenna is carefully adjusted for good
communication with the communication tower.

Figure 21: The configuration of a scintillator box of a SD. The size of the box is 230cm
× 170cm × 10cm. The box is made of 1.2, 1.5mm thick stainless steel. The weight of
this box is about 190kg. The blue color corresponds to the area of plastic scintillators. 1
layer consists of 8 150cm × 25cm × 1.2cm size of plastic scintillators. 4 scintillators are to
the left and the right respectively. Green lines correspond to WLS fibers. Since 13 WLS
fibers are on each plastic scintillator, PMT reads out the light from the both edge of the
104 WLS fibers.
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Figure 22: The vertical section in the SD scintillator box. The blue box corresponds to
plastic scintillators. 4 plastic scintillators are covered with 2 sheets of tyvec sheet. There
is a 1mm thick stainless steel between the 2 layers.

Figure 23: An example of charge histograms collected in a local SD. The peak of pedestal
FADC distributions are adjusted to 0 count.
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3.2. Fluorescence Detector

The array of SDs is surrounded by 3 FD stations. MD station is to
the northeast. BRM station is to the southeast, and LR station is to the
southwest respectively. Fig.24 are the pictures of the BRM and the MD FD
stations.

The MD site is instrumented with 14 telescopes from the HiRes-I site The
cameras each contain 256 hexagonal Photonis PMTs in 16 × 16 array. Each
PMT views about 1◦ of sky. The telescopes are arranged in a ”two ring”
geometry with the first ring viewing from 3-17◦ and the second ring viewing
from 17-31◦ from the horizon. The seven pairs of telescopes view 114◦ in
azimuth. They have 2m × 2m mirrors which have 3.75 m2 of effective area
and are with electronics which they had for the HiRes experiment. This site
provides a direct link back to the HiRes analysis.

The MD FD site started standard data collection in November 2007. A
duty cycle of the observation in this station is better than 10 %.

Each camera is calibrated nightly via a temperature stabilized UV LED.
The 14 telescopes are housed in a concave building and are arranged so that
they all overlook a common point at the focus of the building. The relative
calibration of all of the telescopes at the site can be compared since they
all overlook a vertical beam from a single xenon flush lamp. In addition to
that, a Roving Xenon Flasher (RXF) is used to illuminate all cameras with
the stability of better than 2 %. There are also instruments of microwave
sensors with 30◦ field of view which measure the sky temperature to search
for clouds.

There are 12 new telescopes are in the BRM and LR stations. The cam-
eras of the telescopes consists of Hamamatsu PMT with 1◦ field of view.
These sites also use a ”two ring” geometry like MC station and have a field
of view which is 3-33◦ above horizon and 108◦ in azimuth. The telescopes
consist of 3m diameter, hexagonal mirror and the cameras are read out by
new FD electronics. The data is sampled at 40 MHz, and 4 bins are summed
so that 10 MHz samples are stored as described in [102].

Data collection is started in the BRM FD site and partially in the LR
FD site in June 2007. Duty cycle of observation in these sites is about 10
%. The relative gain of PMTs is calibrated via built-in xenon flashers every
night.

LIDAR (LIght Detection And Ranging) system is located in a rotating
dome 100m to the side of the BRM station. A 4 mJ, energy tripled (355 nm
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wavelength) Nd:YAG laser is mounted in the system. The receiver is a 10
inch Meade telescope with a PMT at its focal point [103].

An Infra-Red (IR) camera mounted next to the LIDAR system to monitor
clouds [104]. The camera has a field of view of 26◦ × 20◦ which is slightly
larger than the field of view of a fluorescence telescope and takes photos of
320 × 236 pixels. IR camera takes 12 pictures covering the entire Telescope
Array every hour.

A CLF is at the center of the 3 FD stations. The CLF also uses an
energy tripled YAG to fire a beam of 355 nm light into the sky [103]. The
laser fires every half hour at a variety of energies. This allows one to measure
the atmospheric transmission parameters (VAOD and horizontal extinction
length) as well as to directly compare the reconstruction of the 3 FD sites.

We built an electron linear accelerator ELS to perform an end-to-end ab-
solute energy calibration of the fluorescence telescopes including everything
from the air fluorescence spectrum through the telescope optics and electron-
ics. The maximum output beam energy is 40 MeV and the charge of 1 pulse
is 1019 electrons. Typical pulse width is 1 µs and the repetition is about
0.5 Hz. An electron beam with the maximum total energy of 4 × 1016 eV,
which is injected vertically into the air, generates air shower and fluorescence
light is emitted. The absolute calibration is performed by the comparison
of reconstructed energy and estimated energy by simulation. The ELS was
installed 100m forward from the BRM FD station in March 2009. The status
of the ELS is described in [105].
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Figure 24: The BRM FD station (left top) and mirrors (right). The MD FD station and
mirrors (left bottom).
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4. Monte Carlo Simulation

The energy deposition in the SD is caused not only by the charged parti-
cles but also by the neutral components such as much abundant soft gamma
rays and delayed neutrons produced in the air shower. In order for the air
shower Monte Carlo (MC) to reproduce the SD energy depositions properly,
effects of all the particles will have to be taken into account. A thin sam-
pling method creates air shower events in a short time but it reproduces
the SD energy deposition only in a statistical manner when many events
are accumulated. A full simulation reproduces the proper energy deposition
event by event, but the calculation time is prohibitive for sufficient numbers
of events to be simulated. More concretely, a full simulation needs about
one week/cpu for 1017 eV proton, about 2 years/cpu for 1019 eV proton and
about 20 years/cpu for 1020 eV proton.

Several methods have been tried to comprise these 2 factors which are
critical for SD simulation. De-thinning is the way to generate particles which
have randomized momentums and arrival timings assuming virtual trajecto-
ries from the thinned particles. We developed a hybrid method using both
full simulation data and thin sampled simulation results shown in 4.1. And
an ensemble thinning method which was used in 4.1 was customized and
applied to the air shower generations. And this is shown in 4.2.

4.1. TAMCDB

We developed a hybrid method to create a full spectrum of particles
incident on the SD in a limited time based on the scaling features of air
shower with the shower age and the Moliere unit (mu). It is based on a
fast generation of thinned event and “wearing” it with a particle spectrum
obtained from a pre-generated fully simulated event.

We produced more than 100 fully simulated events using parallel com-
puting COSMOS using a PC cluster [106]. Up to 1019 eV, they are produced
by the full simulation and a quasi full method with an approximation is
used above 1019 eV [107]. A large amount of information (particle types,
momentum vectors, timing etc.) are stored as the FDD (Four dimensional
Development Data) data base at each stage of the shower development.

In the thin sampling method, integral quantities such as the total number
of particles, lateral and arrival time distributions at a given depth are well re-
produced if the appropriate thinning parameters are used. We produced 100
to 1000 shower events with thinning for a fixed set of parameters: the energy,
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the zenith angle, the primary particle species and the hadronization model.
The results are stored as the LDD (Longitudinal and Lateral Development
Data) database. The major components of LDD are the total number of
particles, lateral and arrival time distribution for each particle species.

In our method, a “full” simulation results are obtained in a short time
by combining the LDD and FDD databases. It is predicted that shower
parameters scale with the shower age in the longitudinal development and
with the Moliere unit in the lateral development. It has been shown that in
case of photons and electrons, good scaling parameters are the shower age
and the Moliere length, and in case of muons and hadrons, the parameter
cog (averaged depth of electrons) and the Moliere length are good parameters
[108]. By taking the advantage of scaling, we can associate each part of the
LDD event with the corresponding part of the FDD event with the same
shower age/cog and the core distance measured in the unit of Moliere length.
In this way, a single FDD event can be recursively used by many LDD events.
The distribution also scales with the primary energy, and the LDD can be
associated with the FDD at the different primary energy if properly scaled.

In this method, a fixed set of parameters of the energy, the zenith angle,
the primary particle species and the hadronization model is needed to apply
FDD data to LDDs. This fixed parameters make it difficult to use in more
general purposes. We cannot easily apply this method to generate air showers
whose primary particles follow continuous energy spectrum and zenith angle
distribution as in nature for example.

4.2. Spectrum Set

Stimulated by a quasi full method which is used to make COSMOS FDD,
the method to use an ensemble thinning were developed.

In making COSMOS FDD, the current method memorizes all the particles
below preset Emin generated at various depths. If a particle has energy larger
than Emin at generation, we follow its cascading until every energy becomes
lower than Emin. We also have to memorize particles of energy larger than
Emin, if they cross an observation level. Air shower induced by the memorized
particles are divided into pieces and are distributed to many cpus and are
followed with lower energy. These pieces are adjusted so that the total energy
and the number of particles are identical. This identity enables to distribute
pieces to CPUs equally. After the calculation in each CPU, the results are
unified to the extensive air shower. This method is called as ”skeleton-
flesh” method and is implemented in COSMOS as a basic parallel-computing
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program. Skeleton means the memorized particles and skeletons are divided
into sub-skeletons and distributed to CPUs. Fleshing means the particle
generation process in each CPU. In a quasi full method, sub-skeletons which
have identical feature are randomly sampled and calculated.

The process to generate spectrum set of air shower is following. Firstly,
Eth is set and 1000 sub-skeletons are generated and 100 sub-skeletons are
randomly sampled from them, and Eth is lowered to 0.1 Eth. This process is
repeated for 4 times. And then the shower particles are followed until the
energies are lower than 100 keV.

This process enables non-thinned simulations, but the total number of
particles in the air shower has 104 weight and the process makes the sparser
particle distribution than in the real shower. To compensate this sparse dis-
tribution, the size of SDs is enlarged and the particles which pass through the
SDs are considered. When the size of SDs is enlarged, the timings of shower
particles are corrected to the positions of SDs using the local interpolation
in the air shower.

Using this procedure, air shower events are generated between 1018 and
1020 eV with 0.2 step in log, and between 0◦ and 60◦ zenith angle with 0.01
step in cosine with QGSJET-II. 100000 events are generated in each energy
step below 1019 eV and 10000 events are generated in each energy step above
1019 eV. Number of events are distributed to follow cosθ (θ: zenith angle) in
cosine step.

4.3. Detector Simulation

Detector simulation is constructed using GEANT4. The view of con-
structed detector is shown in Fig.25. The energy depositions of the plastic
scintillator caused by air shower particles are calculated and converted to the
FADC waveforms using approximated electronics response. The conversion
factor from energy depositions to FADC counts can be got by 1 MIP calibra-
tion which is described in the next section. The simulated FADC waveforms
are used to test the event reconstruction programs.
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Figure 25: SD is constructed using GEANT4. Included items in SD are visible in this
figure.
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5. Data & Data Reduction

5.1. Data Set

Data collected from 11 May 2008 to 1 May 2011 is used in this analysis
from the point of data quality.

5.2. Calibrations

The local SDs send monitor data to SD host electronics every second with
level-1 trigger information. This monitor data which is locally accumulated
enables us real-time calibration and monitoring. The monitor data includes
level-1 trigger rate, GPS time stamps, and clock counts between 1 pps as
every second data, and includes level-0 trigger rate, battery voltage and bat-
tery charging current as every minute data, and includes charge histogram,
pulse height histogram, pedestal histogram, and GPS condition information
as every 10 minutes data. These monitor data is used for calibrations and
the health of the detectors.

• 1 MIP calibration

The primary cosmic rays above several GeV mainly generate atmo-
spheric energetic particles. At the ground level, typically several GeV
atmospheric muons are dominant as secondary particles of cosmic rays.

Relativistic charged particles like atmospheric muons lose their energy
by ionizing and exciting atoms in the scintillator. The average energy
loss of such a process is known to be given by the formula of Bethe-
Bloch. According to the energy loss which is calculated using this
formula, about 2 MeV/g/cm2 energy loss of atmospheric muons which
corresponds to the minimum energy loss of muons is expected in the
plastic scintillators. This energy loss rate is not so much depending
on the momentum of muons, so quite stable. And about 3 ns short
decay time of the scintillation light in our plastic scintillators enables
us to detect each muon, so the atmospheric muons are the powerful cal-
ibrators of the detector response of SD. This is the calibration method
using minimum ionizing particles (MIP).

We accumulate about 750 level-0 triggered events per second and draw
charge histogram using them per 10 minutes. The time window for the
integration to calculate a charge of a level-0 triggered event is 240 nsec.
The shape of actually drawn charge histogram consists of energy loss
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distribution and zenith angle distribution of atmospheric muons , the
position dependence of the response of the SD, Poisson distribution of
the number of photo-electrons generated at the surface of the PMT,
and the distribution of the gain of the PMT and etc. The fluctuation
of the number of photo-electrons generated at the surface of the PMT
is a dominant factor in these components, but we should care about the
asymmetric energy loss distribution and the zenith angle distribution.

Fig.26 shows a charge histogram for one SD together with MC simu-
lation. In the MC simulation, detected particles are simulated using
COSMOS air shower Monte Carlo from AMS energy spectrum and the
detector simulation is carried out using GEANT4 as described in Sec-
tion.4.3. In the simulation, the PMT gain, the scale factor and the
number of photo electrons are set as fitting parameters. This fitting
works well and the systematic error of the calculated energy loss is
estimated to be 3 %.

Temperature coefficient of gains of TA SDs is about - 0.8 (%/◦C) , and
diurnal variation of temperature reaches up to 25 ◦C. So the monitor
of charge histograms per 10 minutes also enables us to evaluate contin-
uously the change of SD response due to the variation of temperature.

• Linearity

Linearity calibrations using LEDs and the pulse height histograms of
the monitor data are used to check the linearity. These two calibrations
are based on different methods. Firstly we show the LED calibration.

– LED calibration

A linear standard light source is needed to calibrate PMT linearity.
A LED is a non-linear and temperature dependent device and its
feature varies one by one, but luminosity of two LEDs is an exact
summation of luminosity of each LED. So a comparison of the
PMT response to light of two LEDs with the PMT response to
light of each LED includes information about PMT linearity.
When luminosity from LED1 is defined as x1 and luminosity from
LED2 is defined as x2 and the PMT response function is defined
as f(f:photon → output), PMT response relation can be described
as

f(x1 + x2) = f(x1) + f(x2) (5)
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Figure 26: Measured charge histogram in the scintillator (open circles) together with
expected MC simulation (solid line) for a scintillator layer of one of the SDs. Here we use
COSMOS as air shower MC simulation and GEANT4 as detector MC simulation. The
gain of this counter is estimated to be 17.4 FADC counts per MeV from MC simulation.

in linear region but when LED is more luminous, PMT response
approaches saturation.

f(x1 + x2) < f(x1) + f(x2) (6)

By measuring the difference of PMT response, we can measure
PMT linearity. This is the basic idea of this calibration.

We assembled two LEDs for one layer of plastic scintillators. As-
sembled LED position is shown in Figure.21.

Linearity calibrations using LEDs are carried out before the de-
ployment of SDs. SD electronics can supply voltage to LEDs, so
we use SD electronics for this calibration. In this calibration, we
used 400 ns fixed width pulses to avoid the effect of cable cross-
talk and switching noise which is showing up when the width is
much narrower.

When the PMT linearity is measured by 15 ns, 300 ns and 600 ns
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Figure 27: PMT output voltage time distribution. LED input voltage is 2.77V and 3.13V
and width is 400ns in this figure.

pulse width light, it was clear that the linear range is proportional
to the pulse width. So the pulse height determines the PMT linear
range and this is another reason why there is no problem with fixed
width pulse.

The light pulse shapes which are observed by a PMT are showed
in Figure.27. These pulses are used for the calibration.

We plotted typical PMT output ADC count at peak time bin of
f(x1 + x2) versus f(x1)+f(x2) at the same time bin in Figure.28.
In this measurement, we set f(x1) ≈ f(x2) to estimate linear
range precisely, so f(x1)+f(x2) ADC count includes non-linearity
in about (f(x1) + f(x2))/2 ADC count region. We did the same
measurement for all SDs.

The PMT linearity depends on its supplied voltage. We measured
the linearity of 10 PMTs by using this method changing its sup-
plied voltage, and the characteristic voltage dependence is found.
V 1.5 dependence applied data is showed in the right figure of Fig-
ure.29. This supplied voltage dependence seems good to explain
the data of 10 PMTs and the deviation from the estimated -5 per-
cent non-linear point is less than 5% when HV difference is less
than 200V.

This V 1.5 dependence and the feature of the current limit of the
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linearity can be explained well by the space charge effect. (detail
is written in Appendix A.) The space charge between dynodes
limits the linearity in this model.

The typical transit time of our PMT is about 33ns [110], and our
PMT has 11 dynodes, so the transit time between dynodes would
be about 3ns. When the input light pulse width is much more than
this transit time , we can say that the current between electrodes
does not depend on the position between electrodes, and that the
assumption in Appendix A looks good. The typical FWHM of 1
muon pulse of our SD is about 20 ns, so this assumption seems
good. So we expected that we can estimate each PMT linearity
by using this V 1.5 dependence from measured data even if the
supplied voltage is changed. And we expected that there is almost
no temperature dependence of this limit so that we do not need to
monitor this information so frequently for the linear range . These
expectations were made sure by the pulse height histograms of the
monitor data.
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Figure 29: Left:PMT correlation plot supplied voltage dependence. Right:PMT correlation
plot supplied voltage dependence. Peak ADC count of HV 945,1045,1145 data is scaled to
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does not depend on Peak count scale.

-5 percent non-linear points of all PMTs of deployed SDs is de-
scribed in Figure.30 by using V 1.5 dependence. When the supplied
voltages of all PMTs are scaled to 1100V, peak current distribu-
tion is like a Gaussian distribution and RMS/Mean is 18 %. This
dispersion corresponds to the dispersion of the space charge ef-
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fect under the same condition of PMTs. This dispersion may be
because of the difference of the geometrical conditions between
dynodes or the difference of the vacuum inside of the PMT.

At the present situation, 1 MIPs peak is adjusted to about 50
counts, and 2560±570 counts is -5 percent non-linear point distri-
bution in Figure.30, so the present dynamic range is about 51±11
particles per 20ns. This typical linearity break corresponds to
the detector response at about 650m in the 100 EeV vertical air
shower.

– Linearity calibration using the pulse height information

The Pulse heights (FADC peak) are taken as a monitor data to
check the linearity breaks and their variation. In this calibration
method, the calibration source is cosmic ray signals.

The energy flux of cosmic rays shows a power low feature. On the
other hand, the peak height of the triggered signal is expected to
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show how large the air shower is or how close to the shower core
when the pulse height is larger. So the peak height distribution is
expected to reflect the power low of the primary cosmic rays.

If the non-linearity of PMTs show up, the peak height distribu-
tion is expected to show the break from the ideal peak height
distribution. To measure this break is this calibration method.
Actually, we do not know the ideal peak height distribution, so
we took the average feature of the good PMTs as an ideal peak
height distribution.

This calibration needs a lot of information of cosmic rays, so it
takes so much time. We already checked that there is almost no
temperature dependence from LED calibrations if the supplied
voltage is the same. So the linearity break point is expected to be
stable while this calibration is carried out.

Fig.31 shows an example of pulse height linearity obtained from
linearity calibration by LED and the one estimated using pulse
height monitor. In this figure, the supplied voltage is different
from the voltage when linearity calibrations using LEDs are car-
ried out, so the results by LEDs are scaled using the V 1.5 sup-
plied voltage dependence of the linearity. The figure shows a good
agreement between the monitor data and the results by LEDs and
makes sure that the space charge effect in PMT is the main factor
of the linearity break. In addition to that, this means that this
effect does not much depend on the waveform shapes of the cali-
bration source because the waveform signal of the cosmic rays as
a calibration source is random.

• other monitored status

SD is operated using solar panel and battery charge, so it is important
to monitor status of solar panel output voltage and current. The 1
pps pulses are generated from signals from satellites which is visible
using a GPS antenna. The number of satellites which are visible is
monitored using GPS module. 5 temperatures and 2 humidity sensors
are equipped and the environment inside of the scintillator box and the
electronics box is monitored. The rate of the atmospheric muons is
stable and can be counted using SD, so the monitor of the rate is also
useful to check the health of the SD.
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Figure 31: Result of comparison of linearity calibration using LED and calibration from
monitor data. Top left panel shows deviation from estimated linear response at LED
calibration and pulse height monitor for upper layer of a SD. Top right panel shows the
same plot for a lower layer. Bottom left panel shows scaled pulse height histogram observed
at upper layer and its average from good tubes. Bottom right panel shows the same plot
for lower layer.

Fig.32 is an example of plot of monitoring data showing detected num-
ber of GPS satellites, battery voltage and its charging current and
level-0, level-1 trigger rate plotted with SD environment monitor.

This information is used to check the health of SDs. If the GPS does
not work well at one second, the timing of the acquired data from the
SD at the second is not available for example.

50



Figure 32: Monitoring plots, as a function of time, for one SD from March 22 to March 30
in 2009(UTC). From the top, the time variations in the number of detected GPS satellites,
battery voltage and current, the rates of level-0 trigger and level-1 trigger, temperature
and humidity inside of the SD box are shown.
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5.3. Event Reconstruction and the Energy Scale

5.3.1. Event Reconstruction

After the energy depositions are determined by the 1 MIP calibration, the
information of the timing of the leading edge of the signal and the energy
depositions is used for event reconstruction as follows.

There are 2 types of fits in SD event reconstruction, to determine the
geometry and the lateral density distribution. It begins with a fit for the
geometry of the shower using the ”modified Linsley” formula [112] which is
given by

χ2 = ΣnSDs
i=1

(ti − T0 − TPlane − TD)2

T 2
s

+
(~R− ~RCOG)2

(180m)2
(7)

where ti is the leading edge time of i-th SD, T0 is the time of the core hitting
ground, TPlane is the time of the shower front plane, TD and TS is the time
delay and fluctuation, ~R is the core position and ~RCOG is the core position
found from the center of gravity of observed charge.

The lateral density distribution is obtained by the fit of lateral distribu-
tion function (LDF) used by AGASA [113]. The used LDF formula is given
by

ρ(r) ∝
(

r

RM

)−1.2 (
1 +

r

RM

)−(η−1.2)
1 +

(
r

1000[m]

)2
−0.6

(8)

η = 3.97 − 1.79 · (sec θ − 1) (9)

where ρ(r) is charge density on r, RM is Moliere distance and θ is zenith
angle. Moliere distance 91.6m of AGASA is not changed and used here.

This lateral distribution function is actually applied to the detector re-
sponse which corresponds to the energy depositions in the plastic scintilla-
tors. This detector response is counted using vertical equivalent muon (VEM)
which corresponds to 2.05 MeV energy deposition in the plastic scintillator
here and interpreted as charge density (VEM/m2).

The charge density at 800m from the shower core S800 is used as an energy
estimator. The primary energy can be represented well by S800 and zenith
angle, so the table that consists of S800 and zenith angle for each primary
energy from Monte Carlo simulation is prepared. The energy of the observed
data can be reconstructed using this table. The table which is made using
CORSIKA QGSjet-II which is shown in Fig.33.
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These fitting procedure and formulae are tuned with the residuals of the
fit to the data. The following quality cuts are applied to the data;

• Reduced χ2 of geometry fit < 4

• Reduced χ2 of LDF fit χ2 < 4

• Distance from the array boundary > 1.2 km

• Zenith angle < 45◦

• Pointing direction uncertainty < 5◦

• Fractional S800 error < 0.25

Figure 33: The zenith angle and S800 for each energy obtained from MC. The horizontal
axis is zenith angle, the vertical axis is S800. Different colors represent different primary
energies.

5.3.2. Energy Scale

TA is the hybrid detector, and the SD energies and the FD energies can
be compared using hybrid events which are measured both by FD and SD
Figure.34 is the scatter plot of the energies of well-reconstructed 383 hybrid
events. Hybrid events show that the energy of SD is 27 % larger than that
of FD. We draw green lines as cut lines in this figure not to suffer from the
bias in comparison. Figure.35 shows the proportion of the FD energies to -
27% shifted SD energies using the data above each green line in Figure.34.
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The mean values of the Gaussian fits are 0.02 ± 0.01 and 0.01 ± 0.02 in this
figure, and the difference from the energy shift is not significant. The sigma
value of the Gaussian fits are 0.13 ± 0.01 and 0.12 ± 0.02, which corresponds
to about 20-30 % resolution. This resolution is expected to be mainly caused
by the resolution of the measurement by SD because the energy resolution
by FD is estimated to be about 10 %.

We scaled the SD energy of all the SD events by -27% such that the SD
measured energy equals to the FD measured energy. This is because the
FD measured energy is experimental as opposed to the SD measured energy,
which heavily relies on the air shower simulation with significant ambiguities
of hadronic interaction models at ultra-high energy. Number of events above
10 EeV is 856, and number of events above 40 EeV is 49, and the number of
events above 57 EeV is 20 from the energy scale.

Figure.36 shows the differences of the arrival directions between FD and
SD using hybrid events. The 68 % points from 0 degree in the distributions
are 2.3◦ above 1018.5eV and 2.1◦ above 1019eV. This distribution almost cor-
responds to the resolution of SD geometry reconstruction because the reso-
lution of the geometry reconstruction of FD using hybrid data is about 0.1◦

and relatively negligible.
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The completely same data set as in Figure35 is used for the data above 1018.5eV and
1019eV. The data above 1018.5eV (1019eV) is shown in the left (right) figure. The 68 %
points from 0 degree in the distribution is 2.3◦ (2.1◦).

56



6. Large Scale Anisotropy Analysis

The actual data reduction is shown in the previous section. The reduc-
tion gives arrival directions with about 2◦ accuracy above 10 EeV and when
each event is observed. In this section we use these information to compare
with the expectation from LSS. In Section.6.1, we construct the expectation
from LSS using 2 Mass Extended Source Catalogue (XSCz). The magnetic
deflections by regular Galactic magnetic fields are added to the LSS ex-
pectation and the methods of implementation are explained in Section.6.2.
Kolmogorov-Smirnov (KS) test is used for the correlation search between
data and expectations. The KS test which is used in this analysis is intro-
duced in Section.6.3. The observed arrival directions are plotted in some
coordinate systems in Section.6.4. The result of comparison using KS test
of the data with isotropy is described in Section.6.5. The detailed result of
comparison of the data with LSS with and without regular GMF is described
in Section.6.6.

6.1. Large Scale Structure Model

We calculated expected observed flux ((relative exposure A)×(expected
flux Φ)) χ in the following procedure. We compare observed events with
Monte Carlo events using one-dimensional Kolmogorov-Smirnov test refer-
ring χ.

As a model of large scale structure, we used 2 Mass Extended Source
Catalogue (XSCz) [115]. We use a sample of galaxies which are from 5 Mpc
to 250 Mpc distant from the Earth and with Ks (2.2 µm) apparent magnitude
< 12.5.

The galaxies within 5 Mpc was not included because they do not represent
a proper statistical sample of LSS. The cut of 250 Mpc and the apparent
magnitude cut are determined by the completeness of this catalogue. More
than 90 % completeness for |b| < 20◦ is achieved for sources brighter than
13.5 mag. The catalogue is incomplete near the Galactic center because the
background light is blocked by large number of stars, but the even brighter
sources can penetrate deep into the region. If Ks-band flux limit declines by
about 0.5 mag, we can extract galaxies well down to |b| ∼ 5◦. Ks-band flux
limit 12.5 mag is determined for better statistics and the galaxies are added
in the incomplete region |b| < 10◦ around the Galactic center. The detail
of this process is described later in this section. More than that, accurate
radial velocities are included for most galaxies when Ks-band flux limit is 12.5
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mag where the radial velocities are available for about 40 % of the catalogue
galaxies when Ks < 14 mag.

Especially for the case of lower energy threshold like 10 EeV, the uniform
distribution is added to the LSS as the contribution far from 250 Mpc. This
assumption of uniform distribution seems to be reasonable for our data be-
cause of the magnetic deflections of UHECRs and the cosmological principle.
At lower energies, the random deflections by magnetic fields are expected to
be larger and the deflections are roughly proportional to the reciprocal energy
as reviewed in Section.2.2. The random deflections are estimated to be about
10-15◦ for 10 EeV protons only by Galactic magnetic fields using the latest
results of Faraday rotation measurements [121]. The random deflections by
inter-Galactic magnetic fields are estimated to be about 40◦ at 250 Mpc from
our Galaxy when the field strength is 1 nG and the coherent length is 1 Mpc
which is the upper limit from the Faraday rotation measurements [75] [116].
The random deflections by inter-Galactic magnetic fields depend on the dis-
tance and the deflections are estimated to be even larger for more distant
sources. By the cosmological principle, the more distant clustering structure
seems to be relatively smaller for us. The Corona Berealis structure dom-
inates the 280-320 Mpc shell from our Galaxy in the northern hemisphere
but the core of the structure lies only in 6◦ × 6◦ region for us which can be
smeared well just by random GMF effect for 10 EeV protons. For the higher
energy threshold 40 and 57 EeV, the assumption of the uniform distribution
seems to be also reasonable because of its small contribution by GZK effect
and the small statistics.

After the distance and the magnitude cut, about 110,000 galaxies remains
in the catalogue. In this catalogue, observed redshifts of all galaxies are
available. Fig.37 shows the distribution of number of galaxies projected in
the galactic coordinate using the Hammer aitoff projection.

We need to impose weights on galaxies to compensate number of galaxies
which is cut by the limit of the apparent magnitude. Darker sources can-
not be observed when they are far from the Earth with the same apparent
magnitude limit, so the weights of the distant sources should be larger. We
used sliding box weighting scheme to compensate invisible galaxies caused
by the limit [117]. In this scheme, the distance dependence of weights is
evaluated relatively by comparing nearest distributions of galaxies. So the
weight can be determined using only galaxies in this catalogue. Fig.38 shows
the distance dependence of weights calculated using this scheme. We can see
the relative incompleteness caused by the limit of apparent magnitude as the
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distance dependence of the weights.
Fig.39 shows the distribution of weights of galaxies projected in the galac-

tic coordinate using the Hammer aitoff projection. In this figure, the color of
the region which includes distant sources becomes darker than in the Fig.37.

Here we define a-priori 3 energy thresholds 10, 40 and 57 EeV which
were used in HiRes, AGASA and Pierre Auger to avoid generating biases by
searching energy thresholds. In the later section, we compare the data and
the model above these 3 energy thresholds.

Then we calculate expected integral energy flux Φ(Eth) in each direction
to compare with observed arrival directions of UHECRs above an energy
threshold Eth. The integral flux Φ(Eth) from a single source at distance D
can be expressed by

Φ(Eth) =
J0(E0)

4πD2(1 + z)
(10)

where E0 is the energy threshold at the source and J0(E0) is the integral flux
above E0 of the source. This E0 is calculated considering interaction of CMB
which consists of pion production and electron-positron pair production in
the following procedure.

Proton energy loss during propagation from a source at redshift z can be
described by the differential equation [36, 120]

1

E

dE

dz
=

1

1 + z
+

(1 + z)β0((1 + z)E)

H(z)
, (11)

where

β0(E) = − 1

E

dE

dt
(12)

at present cosmological epoch and the Hubble constant H(z) is the same
thing as in the equation (1). The first term in the equation (11) corresponds
to the energy loss simply because of the cosmological expansion. The second
term is for particle interactions. The energy threshold E0 at the source as
a function of observed energy E and redshift z is calculated by solving the
equation (11) numerically. We consider 2 interaction processes in the second
term in (11), so we can split the function β0(E) into the part βπ

0 due to
the pion photo-production and the part βee

0 due to the electron-positron pair
production. In the solving process, we use the approximation

log βπ
0 (E) =

5∑
n=1

anX
n−1 (13)
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and

log βee
0 (E) =

5∑
n=1

bnX
n−1, (14)

where X = log(E/1eV ). This approximation is valid above 1017.5 eV. The
coefficients of this approximation are in the appendix of Ref.[120].

To get the concrete injection energy spectrum J0(E0) of each galaxy, we
need to assume the shape of the energy spectrum. Here we assume the simple
power law of the injection energy spectrum

dJ0(E)

dE
= cEp, (15)

where c is the constant and p is the spectrum index. There is no luminosity
evolution of each galaxy in the equation (15). Here, we assume that the
injection energy spectra of all galaxies are same. So the constant c is same
value for all galaxies. This is because there is no information of the luminosity
of each galaxy for UHECRs so far and this issue is not so important when
there are large number of sources.

In this model, p is only the parameter we need to assume. We fixed p as
-2.62 from the point of the agreement with the observed energy spectrum.
Fig.40 is the observed energy spectrum overlaid by the best fit expected
energy spectrum. We use this power index value in the following study.

Now we can calculate J0(E0) by
∫ Emax
E0

Ep for each galaxy. Here we set
Emax = 1000 EeV because there is no event above 1000 EeV is observed.
And we can calculate an integral flux Φ(Eth) from a single source.

Fig.41 shows the distribution of expected flux above 10 EeV which reaches
the Earth from weighted galaxies projected in the galactic coordinate using
Hammer aitoff as an example. The energy loss of expected flux from nearby
sources in propagation is smaller than that from distant sources, so the color
of flux from nearby sources becomes relatively darker in this figure than in
Fig.39.

The geometrical exposure of TA is calculated using the simplified formula
shown in [114]. The air shower becomes larger if the energies of UHECRs
become larger. So the trigger efficiency and the reconstruction efficiency
approaches almost maximum if the energies become larger. In our case,
the trigger efficiency becomes about 100 % when the energies of UHECRs
above 1018.7 − 1018.8 eV and the zenith angle of the air showers is less than
45◦. So the exposure of ground arrays for UHECRs is expected to be simply
expressed in the following way when the energies are above 10 EeV.
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If the array is on the Earth, the Earth rotates on the axis so the exposure
is irrespective of the right ascension if the detectors work continuously. The
dependence of the exposure ω on the declination δ can be expressed by

ω(δ) ∝ cos(a0) cos(δ) sin(αm) + αm sin(a0) sin(δ), (16)

where αm is given by

αm =


0 if ξ > 1
π if ξ < −1
cos−1(ξ) otherwise

(17)

and

ξ =
cos(θ) − sin(a0) sin(δ)

cos(a0) cos(δ)
. (18)

Here a0 is the terrestrial latitude of the ground array and θ is the cut angle
of the observed zenith angle. In our case, the latitude a0 is 39.3◦ and the cut
angle θ is 45◦.

Fig.42 shows the distribution of expected flux multiplied by the relative
exposure projected in the galactic coordinate using Hammer aitoff. The
vertical color scales are same for 3 energy thresholds in this figure and the
feature of the maps looks rather similar, so the difference of the color just
means the difference of integral flux by energy thresholds.

Then we define a free parameter as a smearing angle which represents ran-
dom components in the propagation of UHECRs.When we consider smearing
angles θs, the integral flux Φ(Eth) observed in the (l,b) direction is given by

Φ(l, b, Eth) =
∑
i

Φi(Eth)wi (19)

where i is the index of galaxies in the catalogue and

wi =
exp(−(θ/θs)

2)

πθ2s
(20)

is a weighting factor and θ is the angle between galaxy i and the line of sight.
Depending on the energy threshold, the contamination from the sources

which are far from 250 Mpc is considered as isotropic component. The total
flux within the redshift zmax can be described by

Φtot(Eth) =
cnsrc

4π

∫ zmax

0
dz

J0(E0)

H(z)(1 + z)
(21)
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where nsrc is the estimated uniform source density from the catalogue and
zmax is set to be 5. Here we assume that the scale of 250 Mpc is large enough
for the flux to be isotropic, so the proportion of the isotropic component to

the total flux can be given by
∫ zmax

z(D=250Mpc) dz
J0(E0)

H(z)(1+z)
/
∫ zmax
0 dz J0(E0)

H(z)(1+z)
.

There is actually about 30 % energy resolution in the event reconstruction
when the energies are above 10 EeV as mentioned in the Section.5.3.2, so
the observed differential energy spectrum dΦobs(l, b, E)/dE is modified from
dΦ(l, b, E)/dE like

dΦobs(l, b, E)

dE
=
∫ ∞

0

dΦ(l, b, E ′)

dE ′
1

σ
√

2π
exp

(
−(E − E ′)2

2σ2

)
dE ′, (22)

where σ is the energy resolution. There are actually events with lower than 10
EeV true energy even when we apply 10 EeV energy threshold to observed
events. We simulated dΦ(l, b, E)/dE when we apply energy thresholds to
dΦobs(l, b, E)/dE in the following way.

We reconstructed Monte Carlo events which have E−3 energy spectrum
dΦobs(l, b, E)/dE and simulated the thrown energy distributions dΦ(l, b, E)/dE
when we apply 10, 40 and 57 EeV energy threshold to reconstructed energies.
Fig.43 shows the thrown energy distribution to the Monte Carlo simulation.
The power index of the energy spectrum is not changed by the energy reso-
lution. The fractions of the events which are lower than the energy thresh-
olds are about 30%, 20% and 20% for 10, 40 and 57 EeV energy threshold.
Roughly speaking, the effect of magnetic fields depends on the reciprocal en-
ergies of the events. The average bending angle can be roughly estimated to
increase about 25-30 % considering the contamination in average using this
dependence.

We generated expected flux map from LSS considering this contamina-
tion. We made expected flux map for 1018.0 − 1018.1, 1018.1 − 1018.2 · · ·
1020.4 − 1020.5 eV and cumulated them for each arrival direction with the
weight of simulated number of events in Fig.43.

The distance dependence of the fraction of the flux is shown in Fig.44
when we replace the uniform source density with LSS within 250 Mpc. The
flux is rather concentrated within the nearby distance because of the clusters
of LSS. The fraction of the flux which comes far from 250 Mpc is estimated
to be about 59 %, 32 % and 7 % of total flux when the energy thresholds
are 10, 40, and 57 EeV in this assumption as we can see in the right figure
of Fig.44. We use this proportion to add the isotropic component to the
expected observed flux within 250 Mpc.
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We calculated expected observed flux ((relative exposure A(l,b))×(expected
flux Φtot(l, b))) χtot(l, b) using these procedure except for the region (|l| < 90◦,
|b| < 10◦) around the Galactic center. In this region, the completeness of
galaxy catalogue is drastically worse because the region around the Galactic
center is quite dense and opaque from infrared photons. To make a com-
plete map in our exposure, we extrapolate the distribution of galaxies in the
following way.

Firstly, we exclude galaxies with coordinates |l| < 30◦, |b| < 10◦ and
galaxies with coordinates 30◦ ≤ |l| < 90◦, |b| < 5◦. And then, we add mirror
galaxies with coordinates with l′ = l and b′ = ±20 − b when |l| < 30◦,
|b| < 10◦. Here the plus(minus) sign corresponds to b > 0 (b < 0). We also
add mirror galaxies with coordinates with l′ = l and b′ = ±10 − b when
30◦ ≤ |l| < 90◦ and |b| < 5◦.

This extrapolation way considers only the continuity around the boundary
of the incomplete region. In TA case, the exposure around the Galactic center
is small. In addition to that, the statistics above 40 EeV is small. So we
applied this approximation and used all observed data without cut above 40
EeV. More than 800 events are observed above 10 EeV and the magnetic
deflection around 10 EeV may be much more than 10 degrees so we applied
the cut to the data above 10 EeV after this extrapolation. We considered
the detailed cut in the next section.

Fig.45 and Fig.46 show the distribution of the expected flux χtot(l, b)
above 3 energy thresholds when smearing angles are 6 degrees. The average of
the total expected flux is scaled to 1 in Fig.45 and each contour band contains
one fifth of the total flux in Fig.46. The difference of the contamination of
isotropic component is visible in this figure. The contrast is clearer when the
energy threshold is higher. If the distribution of observed arrival directions
follow LSS, number of events which dropped at each contour of Fig.46 should
be same when statistics is infinity. In this meaning, the maps of Fig.46
overlaid with observed arrival directions are drawn many times in the later
sections.
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Figure 37: The distribution of number of galaxies projected in the galactic coordinate
using Hammer aitoff. Number of galaxies is accumulated in each 2(deg) × 2(deg)/cos(b)
region and expressed as color.
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Figure 38: The distance dependence of weights which are calculated using sliding box
weighting scheme.
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Figure 39: The distribution of weights of galaxies projected in the galactic coordinate using
Hammer aitoff. The weights of galaxies are accumulated in each 2(deg) × 2(deg)/cos(b)
region and expressed as color.
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Figure 40: The observed energy spectrum which is fitted by the primary energy spectrum
index 2.62. χ2/d.o.f is 1.4 when the energies are above 1018 eV.

65



Figure 41: The distribution of expected flux above 10 EeV which reaches the Earth from
galaxies projected in the galactic coordinate using Hammer aitoff. The expected flux from
weighted galaxies are accumulated in each 2(deg) × 2(deg)/cos(b) region and expressed as
color. In this figure, the absolute value of the scale of the color is arbitrarily determined
and does not have any meanings.
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Figure 42: The distribution of expected flux from weighted galaxies multiplied by the
relative exposure of TA above 10 EeV, 40 EeV, and 57 EeV projected in the galactic
coordinate using Hammer aitoff. Top figure: E > 10 EeV, middle: E > 40 EeV, bottom:
E > 57 EeV. The expected flux from weighted galaxies are accumulated in each 2(deg) ×
2(deg)/cos(b) region and expressed as color. The absolute value of the scale of the color
is the same thing as in Fig.41.
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Figure 43: The thrown energy distributions to the Monte Carlo simulation are shown here.
Energy spectrum of thrown Monte Carlo events follows E−3. The energy thresholds 10,
40 and 57 EeV are applied to reconstructed energies of Monte Carlo events. The events
above 10, 40 and 57 EeV are shown in the left, middle and right figure. The total number
of reconstructed events which have energies above each energy threshold is 64746, 970 and
310 respectively. The number of events which have lower thrown energies than the applied
energy thresholds is 20000, 206 and 74 respectively.
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Figure 44: The distance dependence of the fraction of the contribution to the observed
flux is shown in the left figure completely in the same way as in Fig.5. The uniform source
density is replaced by LSS within 250 Mpc by scaling the total flux of LSS to that of
uniform source density within 250 Mpc. In the right figure, the distance dependence of
the fraction for the same model as in the left figure is drawn for the energies above 10,
40 and 57 EeV. The feature within 250 Mpc for three energy thresholds which we use for
anisotropy search is drawn in this figure.
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Figure 45: The contour map of expected flux χtot(l, b) above 10 EeV, 40 EeV, and 57 EeV
is shown here. Top figure: E > 10 EeV, middle: E > 40 EeV, bottom: E > 57 EeV. The
average of the total expected flux is scaled to 1. The isotropic components are 59 %, 32
% and 7 % of the total flux, respectively.
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Figure 46: The contour map of expected flux χtot(l, b). Each contour band contains one
fifth of the total flux. The expected flux in the darker region is larger. Top figure: E >
10 EeV, middle: E > 40 EeV, bottom: E > 57 EeV.
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6.2. Regular Galactic Magnetic Field

Regular component of Galactic magnetic field (GMF) distorts expected
χ map coherently. This effect cannot be included as a Gaussian component
in a smearing angle.
So we implemented this effect to LSS analysis. The methods are shown here.

There is an issue of the ambiguity of the regular Galactic magnetic field
models, so we need to consider the model dependence when we include this
effect. Despite the progress of several observations of Faraday rotation, there
is no confirmed overall picture of the Galactic magnetic fields including its
disk fields and halo fields. Firstly we show the models of regular Galactic
magnetic fields which have been considered and then we show the methods to
implement our analysis. We also consider the uncertainty of the incomplete
region using various regular Galactic magnetic field in this section.

6.2.1. Regular Galactic Magnetic Field Models

• Disk field

The density of the Galaxy is concentrated on the Galactic disk. The
spiral feature of the Galaxy is observed and the regular Galactic mag-
netic field related to that is also observed.

The direction of the regular Galactic magnetic field at the sun vicinity
is observed, so the direction on this spiral arm is known. But the
direction of the regular GMF on the spiral arm is not known which is
at the opposite side from the Galactic center.

There are several models typically considered which are related to the
uncertainty of the direction of the regular GMF. Here we introduce
bi-symmetric spiral (BSS) field model and axi-symmetric spiral (ASS)
field model and ring model. Fig.6 shows examples of the direction
of these models. The direction of BSS model is symmetric from z
direction which is perpendicular to the Galactic disk. The direction of
ASS model is symmetric around the axis which is perpendicular to the
Galactic disk and is located at the Galactic center. The ring model
has a concentric circular feature. In this model, the direction depends
only on the distance from the Galactic center. The ring model is rather
disfavored but actually there is no experimental constraint so far [81].

Here we applied the logarithmic spiral field model with coplanar and
constant pitch angle which is shown in Ref.[15, 122]. This form can be
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written in the cylindrical coordinate system which is centered at the
Galactic center as 

Br = B(r, θ, z) cos p
Bθ = B(r, θ, z) sin p
Bz = 0,

(23)

where p is the pitch angle. When the BSS model is used,

B(r, θ, z) = B(r) cos

(
θ − b ln

r

R�
+ φ

)
exp

(
−|z|
z0

)
, (24)

where

φ = b ln

(
1 +

d

R�
− 2

π

)
(25)

and b = 1/ tan p and d is the distance to the first field reversal. When
the ASS model is used,

B(r, θ, z) = B(r)

∣∣∣∣∣cos

(
θ − b ln

r

R�
+ φ

)∣∣∣∣∣ exp

(
−|z|
z0

)
. (26)

B(r) is the amplitude of the regular GMF model and is defined as

B(r) =

 B0
R�

r cosφ
r > Rc

B0
R�

Rc cosφ
r ≤ Rc.

(27)

When the ring model is used, the applied formula is taken from Ref.[83].

B(r, θ, z) = D1(r, z)D2(r) (28)

D1(r, z) is defined as

D1(r, z) =

 B0 exp
(
−R�−r

R0
− |z|

z0

)
r > Rc

B0 exp
(
− |z|

z0

)
r ≤ Rc.

(29)

D2(r) means the signature in this model.

D2(r) =


+1 r > 7.5 kpc

−1 6 kpc < r ≤ 7.5 kpc

+1 5 kpc < r ≤ 6 kpc

−1 r ≤ 5 kpc.

(30)
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When the BSS model in Ref.[83] is applied, the exponential type of the
radial dependence like the equation (29) is used.

• Halo field

Fig.7 is the result of the recent observation of the RM amplitudes which
was shown in Ref.[123]. This figure shows clear antisymmetric feature
below and above the Galactic plane.

This seems to be also an indication of the antisymmetric halo field. The
detailed model fitting using parameters of this antisymmetric toroidal
halo field model with disk field model using recent data of RM is shown
in Ref.[121].

The formula of the toroidal field model is taken from Ref.[83, 124].

BH
θ (r, z) = BH

0

1

1 +
(

1 +
|z|−zH0
zH1

)2

r

RH
0

exp

(
−r −RH

0

RH
0

)
. (31)

This formula is the case of the halo field at the northern hemisphere.
The direction of the magnetic field is the opposite at the southern
hemisphere.

Fig.47 shows the distribution of the field strength and the schematic
view of the free parameters related to the geometry in this formula us-
ing the parameters in Ref.[83]. zH0 is the height at the maximum field
strength in this model. zH1 means the thickness of the vertical distri-
bution in the model. RH

0 corresponds to the width of the horizontal
distribution of this halo field model.

• Vertical field

The existence of this component is ambiguous from the point of obser-
vation as reviewed in Section.2.2. So this field is not applied in this
thesis.

6.2.2. Methods

We calculated the distortion caused by the regular Galactic magnetic
fields in the previous subsection using following procedure.
We define the original direction as (l’,b’) in the Galactic coordinate system
and actually observed direction as (l,b). We calculated only this relation
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Figure 47: An example of the distribution of the field strength using the halo field model
(31) in this figure. The free parameters in this formula using the parameters in Ref.[83].
The color shows the field strength and the maximum color range in this figure is 8 uG.
zH0 = 1.5 kpc, zH1 = 0.2 kpc when |z| < zH0 and otherwise zH1 = 0.4 kpc, BH

0 = 10 uG and
RH

0 = 4 kpc.

(l, b) 7→ (l′, b′) to get a deflected flux map. The reason of this is explained in
the following. We start from the phase space distribution along the trajec-
tories of cosmic rays.

Let us consider the evolution of the phase space distribution f(~x, ~p) of
cosmic rays from the time t to t + dt. The number dN of particles around
the ~x′, ~p′ at t′ = t + dt can be given by

f(~x′, ~p′)d3x′d3p′. (32)

This number remains constant, if the Jacobian of the transformation ~x, ~p 7→
~x′, ~p′ which is given by

J =
∂(~x′, ~p′)

∂(~x, ~p)
(33)

is one. From ~x′ = ~x + ~vdt and ~p′ = ~p + ~Fdt, the diagonal component of J is

1, 1, 1, 1 +
∂Fx

∂px
dt, 1 +

∂Fy

∂py
dt, 1 +

∂Fz

∂pz
dt, (34)

while the off-diagonal components are of order O(dt). So the expansion of
the dJ to first-order of dt in first-order is given by

J = 1 +

(
∂Fx

∂px
+

∂Fy

∂py
+

∂Fz

∂pz

)
dt + · · · (35)
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Thus the phase space distribution f(~x, ~p) is constant along a trajectory, if

∇p
~F = 0. This condition is satisfied in an electromagnetic field. p = |~p|

is constant in a pure magnetic field, so p2f(~x, p) is also constant in this
condition. Now we are considering purely regular Galactic magnetic fields,
so this condition is fulfilled.

The conservation of the phase space element dΓ = d3pd3x during the
evolution is also stated in this Liouville’s theorem. The element of d3p of the
orthogonal coordinate system can be converted to p2dpdΩ of the spherical
coordinate system where dΩ is the phase space of the direction vector. The
element of d3x of the orthogonal coordinate system can be converted to
dAdz of the coordinate system of the flux tube of cosmic rays where the
cross section dA of the flux tube is perpendicular to the momentum and the
coordinate z is along the trajectory.

So the phase space element dΓ can be converted to p2dpdΩdAdz. Now the
observed differential flux dN/(dAdtdΩdE) ∝ dΦ(l, b)/dE can be expressed
by the phase space distribution as

dN

dAdtdΩdE
= vp2f(~x, p)

dp

dE
= p2f(~x, p) (36)

, where v is the velocity of the cosmic rays. So the differential flux along the
cosmic ray trajectory is constant.

dΦ(l′, b′)

dE
=

dΦ(l, b)

dE
(37)

According to this relation, the differential flux in corresponding points
before and after the correction for the Galactic magnetic field are simply
equal. Thus, the flux map corrected for GMF can be easily calculated by
tracing backward particle trajectories. The uniform flux distribution must
be transformed to a uniform one in the pure magnetic fields also according
to this result.

So the total integral flux Φtot(l, b, Eth) can be given by

Φtot(l, b, Eth) =
∫ ∞

Eth

dΦ(l′, b′, E)

dE
dE + Φiso(l, b, Eth), (38)

where Φiso(l, b, Eth) is the isotropic component from distant sources far from
250 Mpc. This integration is numerically carried out with 10 EeV resolution
in this thesis.
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Tracing backward particle trajectories is the process to follow the trajec-
tory of a particle with the same energy and opposite charge that leaves the
Earth in that direction up to a point where the effect of the galactic magnetic
field becomes negligible [125]. The trajectories of anti-proton with charge -
e and energy E leaving the Earth can be obtained numerically solving the
equation

d2~x

d2t
= −ec2

E

d~x

dt
× ~B(~x). (39)

We actually used anti-proton back-tracking calculation from the Earth to
100 kpc far away from the Galactic center to get the conversion (l, b) 7→ (l′, b′).

6.2.3. Contamination of the Flux from the Incomplete Region

As described in the Section.6.1, we determined to cut the incomplete
region to minimize the uncertainty of the expected flux when we use the
data above 10 EeV because of the larger number of data quantity. If we
assume that the expected flux is completely unknown in the region (|l| < 90◦,
|b| < 10◦), there are 2 points needed to be considered. One is the effect of
the regular Galactic magnetic field. The flux from this region can go out,
deflected by the regular Galactic magnetic field.

To estimate the expanded region by the regular Galactic magnetic field,
we used some types of models. ASS(BSS) and even(odd) models in Ref.[15]
are tested using the anti-proton backtracking in the previous section as exam-
ples of disk field models. Ring + halo and BSS + halo models in Ref.[83] are
tested as examples of disk + halo field models. Firstly, we set the points per
0.5◦× 0.5 ◦ along the Galactic latitude and longitude all over the sky. Then
we backtrack each point to the original direction using 10, 20, 30, · · · 100
EeV. If the point reach the incomplete region, we count the observed stera-
dian 0.5◦· 0.5 ◦ · cos(b). The accumulated observed steradian corresponds to
the expanded region by the regular Galactic magnetic field for each energy.

Fig.48 shows the expanded incomplete region by some regular Galactic
magnetic fields which is accumulated with E−3 weight by the Galactic lat-
itude and by the Galactic longitude. If there is no magnetic deflection, we
can see the histogram just inside of |b| < 10◦ in the left figure, and inside of
|l| < 90◦ in the right figure. At the right figure, we cannot see the histogram
above 93◦. This is because the deflection feature of considered all the models
is almost vertical to the Galactic plane. The vertical field is not considered
in this thesis. The histograms of the odd models in this figure are quite
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small because the deflection pattern avoids to reach the region around the
Galactic center. The height of the histograms of the fields with this halo
models is rather high because of the large deflection angles. But the maxi-
mum and minimum value of the histogram is not so much different between
the disk model and the disk + halo model and the histogram is hardly seen
at |b| > 27◦. So we determined the cut region related to the regular Galactic
magnetic field as (|l| < 93◦, |b| < 27◦) above 10 EeV.

The other is the effect of the smearing angle. The flux from this region
can go out, smeared by some reasons like random extra-Galactic magnetic
fields and like random Galactic magnetic fields. This is the free parameter
of this analysis, so we cannot test using the smearing angle which is larger
than the cut angle if we fix the cut angle. We fixed the cut angle as 25◦ just
because this is enough large angle from the point of our statistics.

Considering these two factors, we determined the cut region as (|l| < 118◦,
|b| < 52◦) above 10 EeV for safety.

Figure 48: The expanded incomplete region by some regular Galactic magnetic fields which
is accumulated with E−3 weight by the Galactic latitude and by the Galactic longitude.
The left figure shows the accumulated observed steradian along the Galactic longitude.
So we can see the latitude dependence in the left figure. The right figure shows the
accumulated observed steradian along the Galactic latitude. So we can see the longitude
dependence in the right figure. ASS(BSS) and even(odd) models in Ref.[15] are tested as
examples of disk field models. Ring + halo and BSS + halo models in Ref.[83] are tested
as examples of disk + halo field models. The black line is the determined cut region. Most
of all the histograms are inside of the line.
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6.3. Kolmogorov-Smirnov Test

After we make expected flux map described in the previous section, we
assign corresponding expected flux value to each observed event, and then
we compare the values of observed events with the values of 1,000,000 Monte
Carlo events using one-dimensional Kolmogorov-Smirnov(KS) test.

Here we take the expected flux from LSS as the dimension of this test to
maximize the difference between the structure and isotropy. If the distribu-
tion of the arrival directions follow LSS, the arrival directions are expected
to be concentrated in the higher flux region such as dark region in Fig.46.
This concentration is our estimator. If there is no significant concentration,
events are isotropic. If we can sort events by the corresponding expected flux
from LSS, this sorting process minimizes the solid angle which is occupied
by events at high expected flux end when the events come from LSS. Our
KS test is doing this process without binning events in the following way to
compare events with LSS models.

KS test is understood well as a test which compares continuous data with
a function of one variable. In our case, firstly we make a cumulative distri-
bution function SN1(χ) from N1 observed events and corresponding expected
flux χ(l, b). And then we make a cumulative distribution function SN2(χ)
from N2 simulated events and calculate the greatest discrepancy D between
2 cumulative distribution function. This D is called as D-statistics and given
by

D = max
−∞<χ<∞

|SN1(χ) − SN2(χ)|. (40)

The left of Fig.49 shows the example of the observed D.
It is convenient to use KS test because we can approximately calculate the

significance probability from D in a good accuracy under the null hypothesis
that the 2 distributions come from the same distribution. The significance
probability that D above observed D (Dobs) is accidentally observed can be
given by

Pr(D > Dobs) = QKS

(√
N1N2

N1 + N2

D

)
(41)

where the function QKS is

QKS(x) = 2
∞∑
j=1

(−1)j−1 exp(−2j2x2). (42)

This significance probability does not depend on the distribution when the
distribution is continuous.
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We actually simulate expected D 1,000,000 times by Monte Carlo method
from LSS model and estimate Pr(D > Dobs), so we do not suffer from the
inaccuracy of the formulae even when the observed number of events is very
small. The right of Fig.49 shows the example of the simulated distribution
of D from LSS model and the corresponding region of Pr(D > Dobs).

Figure 49: This figure shows an example of the procedure of the analysis using KS test.
Left figure: an example of statistics D calculated between cumulative distribution function
of data and LSS model. Right figure: an example of the simulated distribution of D from
LSS model and the corresponding region of Pr(D > Dobs).
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6.4. Conversion of Coordinate System

We converted arrival direction of each reconstructed event to the direction
in the equatorial coordinate(J2000) and then to the direction in the Galactic
coordinate.

Converted data is plotted in Fig.54. We compare this result with large
scale structure.

The right ascension and declination dependence of the distribution of the
data is shown in Fig.51 and Fig.52. The uniform distribution expected from
the TA exposure is consistent with the data in this coordinate from the point
of χ2 and KS test.
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Figure 50: Arrival directions of UHECRs projected in the Galactic coordinate. Top: E >
10 EeV, arrival directions of observed 856 events, Middle: E > 40 EeV, arrival directions
of observed 49 events, Bottom: E > 57 EeV, arrival directions of observed 20 events

82



 0

 10

 20

 30

 40

 50

 60

 70

 0  50  100  150  200  250  300  350

N
um

be
r 

of
 E

ve
nt

s

Right Ascension(deg)

E > 10EeV observed
Expected

 0

 2

 4

 6

 8

 10

 12

 14

 0  50  100  150  200  250  300  350

N
um

be
r 

of
 E

ve
nt

s

Right Ascension(deg)

E > 40EeV observed
Expected

 0

 2

 4

 6

 8

 10

 0  50  100  150  200  250  300  350

N
um

be
r 

of
 E

ve
nt

s

Right Ascension(deg)

E > 57EeV observed
Expected

Figure 51: Right ascension dependence of the arrival directions of UHECRs. Top: E >
10 EeV, arrival directions of observed 856 events, Middle: E > 40 EeV, arrival directions
of observed 49 events, Bottom: E > 57 EeV, arrival directions of observed 20 events.
χ2/d.o.f. is 0.76, 0.28 and 1.2, respectively. KS probabilities are 0.92, 0.83 and 0.44,
respectively.
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Figure 52: Declination dependence of the arrival directions of UHECRs. Top: E > 10
EeV, arrival directions of observed 856 events, Middle: E > 40 EeV, arrival directions
of observed 49 events, Bottom: E > 57 EeV, arrival directions of observed 20 events.
χ2/d.o.f. is 1.7, 0.78 and 0.49, respectively. KS probabilities are 0.40, 0.91 and 0.29,
respectively.
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6.5. Comparison with Isotropy

We calculated the compatibility between observed arrival directions and
isotropic distribution. We generated 1,000,000 Monte Carlo events which
follow TA exposure. TA exposure is calculated using the formula shown in
[114].

We can assign corresponding relative exposure value to each observed
event, so we compared observed events with Monte Carlo events using one-
dimensional KS test referring relative exposure. Calculated KS probability
is shown in table.1. This result says that the observed arrival directions are
compatible with isotropic distribution in this data set.

Eth =10 EeV Eth =40 EeV Eth =57 EeV
p-value for isotropy model 0.40 0.64 0.17

Table 1: p values for isotropy model
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Figure 53: Eth =10, 40, 57 EeV. Compatibility between isotropy model and data. The
compatibility does not depend on the smearing angle of the exposure.
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Figure 54: Contour maps of TA relative exposure are overlaid with observed arrival direc-
tions of UHECRs. Each contour band contains one fifth of the total exposure. Top: E >
10 EeV, arrival directions of observed 856 events, Middle: E > 40 EeV, arrival directions
of observed 49 events, Bottom: E > 57 EeV, arrival directions of observed 20 events
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6.6. Comparison with LSS

6.6.1. Comparison without Regular GMF

We calculated the compatibility between observed arrival directions and
LSS model following the procedure described in the Section.6.1 and 6.3 We
generated 1,000,000 Monte Carlo events which follow LSS model. Contour
maps of expected flux χtot from LSS model are overlaid with observed arrival
directions of UHECRs in Fig.55.

We can assign corresponding expected flux value to each observed event.
The observed events are compared with Monte Carlo events using one-dimensional
KS test referring this expected flux from LSS model. Calculated KS prob-
ability is shown in Fig.56. The observed arrival directions above 40 EeV
are compatible with LSS model in this data set within 95 % confidence level.
The observed arrival directions above 57 EeV are compatible with LSS model
in this data set within 95 % confidence level when the smearing angle θs is
less than 18 degrees. On the other hand, the observed arrival directions
above 10 EeV are incompatible with LSS model in this data set at least 95
% confidence level.

This result means that we have a larger statistics at lower energies and we
can say which model is compatible with the data above 10 EeV. Fig.57 shows
the separation between isotropy and LSS model when the smearing angle is
6 degrees. We can see that the separation between isotropy and LSS is larger
at lower energies depending on the statistics despite the larger contamination
of the isotropic component which comes far from 250 Mpc at low energies.
Especially the data around 10 EeV, the effect of the magnetic deflections is
expected to be larger, so the regular component should be included more
carefully. This study is shown in the next section.
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Figure 55: Contour maps of expected flux χtot from LSS model are overlaid with observed
arrival directions of UHECRs in this figure. Top: E > 10 EeV, smearing angle θs = 6◦

expected flux map, 856 observed events overlaid.Each contour band contains one fifth of
the total flux, Middle: E > 40 EeV, smearing angle θs = 6◦, 49 events, Bottom: E > 57
EeV, smearing angle θs = 6◦, 20 events.
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Figure 56: Eth =10, 40, 57 EeV. Compatibility between LSS model and data using KS
test.
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Figure 57: Eth =10, 40, 57 EeV. Expected D distributions of isotropy and LSS models are
shown here when the smearing angles are 6 (deg). This D value is the maximum difference
in the cumulative number distribution between the sample and LSS model referring χ
value of LSS. The top figure is the case when Eth =10 EeV, the middle figure is the case
when Eth =40 EeV and the bottom figure is the case when Eth =57 EeV. The observed
D is 0.09, 0.11 and 0.23 correspondingly.

90



6.6.2. Comparison with Regular GMF

The observed arrival directions above 10 EeV are incompatible with LSS
model in this data set at least 95 % confidence level. The uncertainty of the
regular Galactic magnetic field is large. Especially about the toroidal halo
field model, the uncertainty of the field strength and the geometry seem to
be directly related to the uncertainty of the trajectory of UHECRs because
much large steradian from the Earth is occupied by the Galactic halo than
the Galactic disk.

We search for the regular Galactic magnetic field model which improve
the compatibility between the data and LSS model above 10 EeV. The com-
patibility between the data and LSS model with various regular Galactic
field model and with 1-25◦ smearing angle is calculated in this search. We
tested the disk field models and halo field models in Ref.[83] and Ref.[121].
As a result, the regular Galactic magnetic field without toroidal halo field
model does not improve the present compatibility, but the regular Galactic
magnetic field with toroidal halo field model can improve the compatibility.

Then we search for the good parameters of the toroidal field models which
are also accepted from the point of goodness of fit between RM and the
regular GMF model. At this time, we fix the disk field model parameters
which are called as benchmark model in Ref.[121]. Fig.58 shows an example
of the fit of RM results. If the χ2 of the goodness of fit is small enough, the
parameters of the regular GMF is accepted. The reduced χ2 in the Fig.58 is
2.16 for example. If the reduced χ2 is from 2.16 to about 2.46, the parameters
are accepted. This range of the reduced χ2 is approximately corresponds to
1 σ from the best fit value. Fig.59 and 60 shows the parameter dependence
of the compatibility between the data and LSS when the halo field strength
which corresponds to BH

0 in the equation (31) is 3 uG and 4 uG respectively.
Thicker halo field or stronger halo field tends to improve the compatibility
between the data and LSS in these figures. This is because the thicker or
stronger halo fields lead to larger coherent magnetic deflection of UHECRs.

The maximum field strength of the halo field BH
0 is constrained from the

synchrotron radio-emission from the Galactic relativistic electrons according
to Ref.[121]. This constraint favors halo fields with 2-5 uG, so we searched
parameters with BH

0 ≤ 4 uG here.
The best parameters are shown in table.2 as far as we searched. Fig.61

shows the deflection angle pattern maps using this GMF model. Calculated
expected flux χtot = A(l, b)Φtot(l, b, Eth) maps using this GMF model are
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shown in Fig.62. Calculated KS probabilities using this GMF model above 10
EeV are shown in Fig.64. An example of the compatibility between the LSS
model with disk only regular GMF and the data is also shown in the same
figure. These types of model cannot drastically improve the compatibility
because of their smaller magnetic deflections.

Calculated KS probabilities using this GMF models above 40 and 57
EeV are shown in Fig.63. The compatibilities between data and LSS look
also good at higher energy thresholds with this model. So E > 40 EeV and
E > 57 EeV data is compatible with LSS models with or without regular
GMF. This is because of small amount of data. The separation is not clear
now between different expected distributions of E > 40 EeV and E > 57
EeV data like in Fig.57.

On the other hand, the model dependence of the GMF models changes
the compatibility of LSS model with data when energy threshold is 10 EeV.
This is because of the larger amount of data above 10 EeV and the effect of
larger magnetic deflections in the lower energy.

Local(position at the Sun) field strength (uG) 2.0
Distance to the first field reversal from the Sun (kpc) -0.6

Pitch angle (deg) -6.
Disc height (kpc) 1.0

Distance from the Sun to the Galactic center (kpc) 8.5
Disk field model BSS

BH
0 in the equation (31) (uG) 4

RH
0 in the equation (31) (kpc) 8

zH0 in the equation (31) (kpc) 1.3
zH1 when |z| < zH0 in the equation (31) (kpc) 0.25
zH1 when |z| ≥ zH0 in the equation (31) (kpc) 1.2

Table 2: Galactic magnetic field model parameters are shown here which are picked as a
best parameter from the point of the compatibility between the data and LSS above 10
EeV.
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Figure 58: An example of the fit result of the RM data which is observed by NVSS [123].
Blue solid lines correspond to the fit model. The red points are observed RM results by
NVSS. The shaded region is not included in the fit. [121]

Figure 59: The parameter dependence of the compatibility between the data above 10
EeV and LSS when the halo field strength which corresponds to BH

0 in the equation (31)
is 3 uG. The vertical axis zH1 when |z| ≥ zH0 corresponds to the thickness of the halo
field. The horizontal axis RH

0 corresponds to the horizontal range of the halo field. The
compatibility between the data and LSS is tested but not rejected with some smearing
angles within 25 (deg) at red points. The gray shaded area is the accepted region from
the point of fit between RM and regular GMF model. The boundary condition of the gray
area is about 1 σ difference from the best fit parameters.
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Figure 60: This figure is completely same thing as Fig.59 except for BH
0 condition. BH

0 =
4 uG in this figure.
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Figure 61: This figure is the deflection angle pattern map by GMF which is shown in
table.2. Top: E = 10 EeV.,Middle:E = 40 EeV, Bottom: E = 57 EeV. The head of the
arrow is the original direction from the observed direction.
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Figure 62: Contour maps of expected flux χtot from LSS model are overlaid with observed
arrival directions of UHECRs in this figure considering GMF which is shown in table.2.
Top: E > 10 EeV, smearing angle θs = 6◦, Middle: E > 40 EeV, smearing angle θs = 6◦,
Bottom: E > 57 EeV, smearing angle θs = 6◦.
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Figure 63: Eth =10 EeV. Compatibility between LSS with regular GMF and data is drawn
as blue points. The GMF parameters are shown in table.2 with data. We exclude halo
field from this model and we did the same test for comparison. P-values without regular
GMF are also shown here for comparison.

6.6.3. Systematic Uncertainties depending on the Source Density

If there are so small number of sources, the expected flux distribution
becomes rather irregular feature. So the observed arrival direction can be
deviated from the LSS feature in this case. We checked whether the conclu-
sion above 10 EeV can change or not if the source density is different in this
section.

We are using about 100,000 galaxies of 2 Mass XSCz catalogue with
weights within 250 Mpc. Firstly we determine the number source density
which we want to test, and calculate how many galaxies are expected within
250 Mpc. The galaxies in this catalogue are selected as UHECR sources
depending on the weights. In this process, the double counts of the galaxies
are accepted. And then the same way as in Section.6.1 is carried out and the
expected flux map is made. In this process, the selection of the galaxies as
sources can be different. This selection fluctuate the flux map.

Fig.65 is the result of p-value calculations when we compare the data
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Figure 64: Eth =40, 57 EeV. Compatibility between LSS with regular GMF and data is
drawn as blue points. The GMF parameters are shown in table.2 with data.

above 10 EeV with these model flux maps with 2 different source densities,
2 · 10−4 Mpc−3 and 2 · 10−5 Mpc−3. According to Haverah Park result, the
rough lower limit of the source density is 10−5 Mpc−3 [126]. According to
Pierre Auger first result, the source density is estimated to be about 10−4

Mpc−3 [27] [127]. The source densities which we tested are around these
source densities. P-values in Fig.65 is also very small with large smearing
angle. So the conclusion does not change even if the source density is much
smaller than our model.
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Figure 65: Eth =10 EeV. Compatibility between LSS without GMF and data is drawn as
red points. The expected source density is decreased from Fig.56. At the left figure, the
source density 2 · 10−4 Mpc−3 is applied, and the source density 2 · 10−5 Mpc−3 is applied
in the right figure.
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7. Summary & Conclusions

TA SD steadily continues to observe UHECRs for more than 3 years with
more than 97 % duty cycle. We used this SD data to search for the correlation
with LSS.

We used galaxies in 2 Mass Extended Source Catalogue to represent the
matter distribution in the LSS and calculated the propagation of UHECRs
to the Earth. We used protons for the calculation reflecting the results of
Xmax measurements by TA FD. The deflections by regular GMF, which is
built consistent with Faraday rotation measurements, is taken into account.
The random component of magnetic deflections of UHECRs is included in
the propagation as a free parameter. We compared the arrival directions
of UHECRs with the expected flux from the LSS using one-dimensional KS
test.

The summary result of the comparison is shown in Figure 66. The com-
patibility of UHECR data with the isotropy is indicated by black triangles.
The compatibility with isotropy is good irrespective of energy thresholds,
and it is independent of the smearing angl as it should be.

The red squares and blue circles represent the compatibility with proton
LSS model with and without GMF deflection. The compatibility with the
proton LSS model without GMF deflection is below 0.3% CL for low energy
threshold ( E > 10 EeV) and below 5% CL for high energy threshold ( E
> 57 EeV ) with smearing angle larger than 17 degrees. It should be noted
that the anticipated smearing angle by the GMF may be about 3 degrees
for 40 EeV and 10-15 degrees for 10 EeV. The compatibility with the proton
LSS model improves significantly with an introduction of the GMF deflection
as shown by the red squares in Figure 66, indicating the importance of the
GMF effect in understanding the UHECR anisotropy.

This result is not consistent especially with the result of HiRes. The data
rejected LSS in 95 % C.L. according to HiRes when the smearing angle is less
than 10 degrees and the energies are above 40 and 57 EeV. Our LSS model
is also consistent with the data in this energy range. HiRes does not have
much statistics but the inconsistency with our result would exist especially
at small smearing angles. Pierre Auger shows similar type of analysis using
likelihood test and the smoothed density maps which is generated using 2
Mass Redshift Survey (2MRS) and Swift-BAT catalog of AGNs. This test
is carried out for the data above 57 EeV and the Auger arrival directions
are compatible with models of the local matter distribution based on 2MRS

100



galaxies with a few degrees smoothing angles as a conclusion. This analysis
adds isotropic fraction to the matter distribution, so the discussion may be
needed at this point but our result seems to be rather consistent with this
result. The AGASA does not show similar analysis, but the data above 40
EeV is both consistent with isotropy and LSS because of small amount of
data according to the result of cross-correlation with LSS which is generated
based on IRAS galaxies. This result is consistent with our result.

In summary, we observed the UHECR arrival directions in the northern
hemisphere and found that there is no deviation from the isotropy. The
UHECR data is also compatible with the proton LSS model when the effect
of appropriate GMF is taken into account. It should be noted that the
compatibility with the LSS requires a relatively strong (4 µG) and thick (1.2
kpc FWHM) halo GMF, yet consistent with the existing Faraday rotation
measures.
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Figure 66: Summary plot of compatibility between LSS/isotropy model and data.
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Appendix A.Space Charge Effect

When we assume that parallel plane electrodes are in a vacuum and that
current between electrodes i does not depend on the distance from one elec-
trode, we can calculate space charge effect.[111]
Here initial velocity from one electrode is defined as v0, distance from one
electrode is x, electric potential from one electrode is φ(x), electric field just
above one electrode is E0, space charge between electrodes is ρ(x) , φ(0) = 0
, voltage between electrodes is V and distance between electrodes is L.
We can get following equations in this assumption between electrodes.

i = −ρv (43)

−d2φ

dx2
=

ρ

ε0
(44)

1

2
me(v

2 − v20) = eφ (45)
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When the current is completely limited by space charge,E0 and v0 are
zero. In this case,we can get

φ(x) =
(

3

4

)4/3 (2i

ε0

)2/3 (2me

e

)1/3

x4/3 (46)

So the current limit between electrodes is

i =
8

9
ε0

√
e

2me

V 3/2

L2
. (47)

So the current limit is expected to show this V 3/2 feature.
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