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Explosions have been witnessed 
more often than not in 3D CCSN simulations

Core-collapse supernova explosion 2719

Figure 2. Average shock radii. Our models span a wide range in terms of
explosion delay times with shock revival occurring from ∼0.1 to ∼0.5 s
after bounce. Among the progenitors we consider, the 13, 14, and 15-M"
models fail to explode within the timeframe we simulate.

to explode, is captured by our study and will serve as an important
theoretical context going forward.

3 R ESULTS

3.1 Overview

At this stage in the theoretical development of progenitor models, it
should not be assumed that the mapping between mass and profile
is accurately known. There is still much churn in that complicated
field, and the effects of multidimensional stellar evolution (Couch
et al. 2015; Chatzopoulos et al. 2016; Jones et al. 2016; Müller et al.
2017, 2019; Jones et al. 2019; Yoshida et al. 2019) and binarity
(Müller et al. 2019), to name only two, have not yet been fully
assimilated. However, it is reasonable to suggest that the range of
possible structures is well-captured by the range depicted in Fig. 1.
It is in this spirit that we present our 3D explosion results and
suggest that the general range of outcomes has been approximately
corralled.

Fig. 1 depicts the mass density profiles of the suite of models upon
which we focus in this paper. The range of model slopes exterior
to ∼1.2 M" is quite wide and covers most of the model space
historically found in the literature. The lowest mass representative,
the 9-M" progenitor, boasts the steepest profile and the 25-M"
progenitor the shallowest, and any measure of average declivity
would be a monotonic function of ZAMS mass. However, as the
calculated compactness given in Table 1 demonstrates, the models
are not perfectly nested monotonically, and this is thought to reflect
real physical effects (Woosley & Heger 2007; Sukhbold et al.
2016, 2018). Moreover, due to significant mass-loss, the 60-M" of
Sukhbold et al. (2016) we employ in this paper resides in the middle
of the pack. For all the models, the compactness and shallowness
are inversely related to the central density, which helps determine
the time to bounce. It should be noticed that most of the models
have pronounced density cliffs at the silicon/oxygen interface, and
it has been shown that the accretion of such features can itself
jump a model into explosion (Burrows et al. 2018, 2019; Vartanyan
et al. 2018). However, not all progenitors share this feature, with
the 13-, 14-, and 15-M" models evincing some of the most modest
jumps of ∼1.2–1.4. As Fig. 2 of the post-bounce evolution of the
mean shock radius demonstrates, these are the models that do not
explode, and this is one reason. All our other models explode, with

Figure 3. Mass accretion rate at 500 km. All exploding models display
a sharp drop in the accretion rate corresponding to the infall of the Si/O
interface. All models, with the exception of the 9-M" progenitor, show an
overall positive net accretion rate on to the inner core even after explosion
sets in.

the post-bounce explosion times generally shorter for the lower-
mass progenitors and longer for the higher-mass progenitors. Most
of these exploding models have mass density jumps at this interface
of ∼2.0–2.3. Here, we define the time of explosion rather loosely
as the approximate time the mean shock radius experiences an
upward inflexion and is seen to continue its climb. In fact, the
19-, 20-, and 25-M" stars explode later than most, and the 9-
and 11-M" models the earliest, with the 10-M" model a bit
sluggish, perhaps due to the less pronounced silicon/oxygen ledge
and its (seemingly anomalous) shallower density profile. However,
the general separation of the early-exploding lower-mass branch
from the later exploding higher-mass branch seems to hold. The
delay of the higher-mass models seems connected with the larger
early mass accretion rate (Fig. 3) and higher associated ram
pressure. However, when these models do explode they do so
more energetically − the higher accretion rates are maintained to
translate into higher driving neutrino luminosities (Fig. 4, left) and
RMS neutrino energies (Fig. 4, right) absorbed on a consequently
thicker column of mass in the gain region, resulting in a higher
neutrino power deposition (Fig. 5). As we discuss in Section 3.2,
this results in a higher accumulation rate of net explosion energy,
and likely into higher asymptotic explosion energies. Nevertheless,
we still find that there are models, currently in the middle of the
progenitor continuum, that do not explode, but are bracketed in
compactness and other general parameters by those that do. This
reiterates the strong conclusion that low compactness is not a
necessary nor sufficient condition for explodability (Burrows et al.
2018).

Fig. 3 renders the evolution of the integrated mass accretion
rate (Ṁ , inward) through a radius of 500 km as a function of
time after bounce. Ṁ follows the corresponding mass density
profile (Fig. 1) closely, with the effects of the accretion of the
silicon/oxygen interface clearly shown. The post-bounce time of the
accretion of this interface is correlated for many models with the
onset time of explosion (modulo the accretion time from 500 km
to the shock). Ṁ for the 9-M" model drops precipitously, and
accretion effectively ceases around ∼0.2 s. Not unexpectedly, Ṁ

for the non-exploding models (13-, 14-, and 15-M") continues and
eventually (after ∼0.6 s) supersedes that of any exploding model.
However, apart from the 9-M" model, even for the exploding
models accretion continues for quite some time. This is due to
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replaced these detailed treatments with something
simpler after ∼ 2 seconds post bounce, provided that
3D simulations are much more demanding computa-
tionally.

In the top panel of Fig. 10 the angle-averaged
temporal evolutions of some representative mass
shells are shown with black lines whereas those of
the maximum, minimum and average shock radii are
indicated with white dashed, dotted and solid lines,
respectively; the white dash-dotted line marks the
position of the gain radius; the color represents the
entropy per baryon; the two red lines are the trajec-
tories of the Si/O interface and the mass shell that
will be settled eventually on the surface of PNS. It
is evident that shock revival is instigated when the
Si/O interface hits the stagnated (in fact, receding)
shock wave.

The middle panel presents the evolutions of the
diagnostic energy and the energy deposition rate. It
is clear that the former continues to rise for ∼ 5sec.
The asymptotic value with the overburden corrected
exceeds 0.9 × 1051erg18. It is also found that the
continuous rise is supported by the almost constant
energy deposition of ∼ 0.2 × 1051erg/s from ∼ 2 to
∼ 5 sec. They found that the recombinations also
contribute to this long-term increase in the diagnos-
tic explosion energy. They emphasize that the long-
lasting accretion of matter after shock revival feeds
them all. The gain region is replenished with cold
accreting matter, which is then heated up by neutri-
nos and joins the ejecta later. This is also confirmed

18 The overburden is the negative contribution to the
explosion energy from the envelope that is bound gravitation-
ally.

from the evolution of the PNS mass. Although not
shown here, it is already settled at ∼ 1 sec to the
asymptotic value of ∼ 1.65M!.

The bottom panel of Fig. 10 displays the tempo-
ral change in the nuclear abundance in the ejecta. As
mentioned above, it is given by the network calcula-
tion up to ∼ 2sec and estimated under the assump-
tion of NSE thereafter. Among other things, the
abundance of 56Ni is the most important. One finds
that it increases in time and levels off after ∼ 5 sec.
There is a small jump discernible at the transition
from the network calculation to NSE around ∼ 2 sec
post bounce. It is conservative to say that the
asymptotic value is M56Ni ∼ 0.05M!. Although this
is slightly smaller than the value 0.07M! estimated
for SN1987A, which occurred in the Large Magel-
lanic Cloud in 1987 and is the only one so far, for
which neutrinos were detected by the terrestrial de-
tectors,12), 13) it is well within a range of diverse val-
ues inferred from observations of the light curve and
spectrum (see Fig. 6).

The two simulations cited here (see also120))
demonstrated quite impressively that this long com-
putations are indeed needed to predict unambigu-
ously some observable quantities that are critically
import to judge if the numerical model is truly suc-
cessful. So far the results look very encouraging.

3.3. Boltzmann ν-Radiation-Hydrodynamics
Simulations. Although this paper is mainly meant
for the review on the recent progress in the CCSN
theory, this section contains an original piece con-
cerning the authors’ works: we have been working
on the multi-D CCSNe simulations that solve the
Boltzmann equations as they are19. We believe that
this is an important contribution to the community,
since others are commonly employing the truncated
moment approximation these days and hence may
share the same systematic errors. In the following
we report summarily what we have found, with some
unpublished results included.

Figure 11 displays the time evolution of shock
radii for some of our axisymmetric 2D CCSN simu-
lations with the full Boltzmann neutrino transport.
The shaded and colored regions show the ranges of
the shock radii. The EOS dependence can be seen
by comparing models 11.2LS, 11.2FS, and 11.2VM,
in which we employ the Lattimer-Swesty (LS) EOS
with the incompressibility K = 220MeV,121) the
Furusawa (FS) EOS,122) and a multi-nuclear EOS
based on the variational method (VM),123) respec-

19 Of course, the mandatory finite-differencing put aside.

Explosion energy 
(comparing between multi-D CCSN simulations and observations)

Burrows and Vartanyan 2021
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FIG. 22. A comparison of the filtered and unfiltered gravitational
wave strains as a function of time after stellar core bounce, for the
+ polarization. The filtering removes the contributions to the early
gravitational wave strain from the region between the initial Ledoux
unstable region and the shock, due to numerically-induced entropy
fluctuations, which can give rise to gravitational wave emission. It
also removes any gravitational wave strain from regions ahead of
the shock induced by the instantaneous transmission of aspherical
gravity within the core to this region given our use of a gravitational
potential. An aspherical potential can induce aspherical flows in this
otherwise spherically collapsing region.

from numerically-induced signals fully. The radius at which
the truncation was imposed by our filtering method was de-
lineated as a function of time in our run, and in turn used in
the post-processing of our gravitational wave strains, until the
need for filtering disappeared. Once filtering ceased at 70 ms
after bounce, the integral in Equation (12) was carried out over
our entire numerical domain. (2) Given our use of a gravita-
tional potential, which can carry information from one region
in the core to another instantaneously, we observe mildly as-
pherical flows ahead of the shock in an otherwise spherically
symmetric infalling fluid. These flows result from the aspher-
ical potential given the aspherical flows deep within the core,
from prompt convection. Figure 22 compares the filtered and
unfiltered gravitational wave strains for the + polarization, as
a function of post-bounce time. There is no appreciable dif-
ference between the strains as a result of filtering.

C. Spectral Analysis

The gravitational wave energy spectrum computed at the
end of our run is shown in Figure 23. The spectrum peaks just
above 1 kHz. It is clear the gravitational wave energy emis-
sion is dominated by high-frequency emission. We associate
this part of the spectrum with long-lived Ledoux convection
deep within the proto-neutron star. The spectrum also fea-
tures two breaks. As we move from the peak frequency to
lower frequencies, the spectrum drops precipitously until we
reach a frequency of ⇠400 Hz, at which point the spectrum
levels off. Between ⇠400 Hz and ⇠40 Hz, the spectrum varies
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FIG. 23. The gravitational wave energy spectrum, computed at the
end of our simulation. Most of the gravitational wave energy is emit-
ted at frequencies ⇠1 kHz, whose origin is persistent Ledoux con-
vection in the proto-neutron star driven by continued deleptonization
during the course of our simulation. As we move to lower frequen-
cies, the spectrum decreases quickly until ⇠400 Hz, at which point
its rate of decline slows considerably until ⇠40 Hz, at which point
it again drops quickly. Gravitational emission between ⇠40 Hz (and
below) and ⇠400 Hz has its origins in the mass motions in the gain
layer due to neutrino-driven convection and the SASI and to the re-
sultant aspherical accretion onto the proto-neutron star.
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FIG. 24. The characteristic gravitational wave strain plotted as a
function of frequency for a supernova at 10 kpc. Also shown are the
sensitivity curves for the current-generation gravitational wave de-
tectors Advanced LIGO, Advanced VIRGO, and KAGRA, and the
next-generation Cosmic Explorer and Einstein Telescope (D config-
uration). Detection of the gravitational wave signal from a core col-
lapse supernova across the full spectrum of emission that would bring
information about both neutrino-driven convection/SASI activity and
proto-neutron star Ledoux convection will require sensitivities as low
as ⇠ 3⇥ 10�22 at frequencies above ⇠20 Hz, which, except for the
lowest frequencies between ⇠20 Hz and ⇠40 Hz, is satisfied by all
of the detectors included here.

Gravitational Waves

Mezzacappa et al. 2020

Radice et al. 2019
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Figure 12. Characteristic GW spectral amplitudes of for the ⌦0 = 2 rad s�1

(red lines), ⌦0 = 1 rad s�1 (blue lines) and ⌦0 = 0 rad s�1 (green lines)
models seen along the pole (solid lines) and along the equator (dotted lines)
as a source distance of 10 kpc (top panel) and 1 Mpc (bottom panel) relative
to the noise amplitudes of advanced LIGO (aLIGO; cyan line), advanced
VIRGO (AdV; green line), KAGRA (magenta line) from Abbott et al. (2018),
Einstein Telescope (ET; orange; Hild et al. 2011), and Cosmic Explorer (CE;
navy; Abbott et al. 2017). The detector noise amplitudes are indicated by
dash-dotted lines.
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See Appendix A for the derivation. Because the noise is Gaussian
and detector-independent, the variance for �= is the same as that for
+=. We define the characteristic strains for the Stokes parameters of
the � and + modes as,
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Then, ⌘char,I is identical to ⌘char in Eq. (7). If the GW is purely
circularly polarized, ⌘char,V is also identical to ⌘char. We define the

SNR for the � and + modes to match those for ⌘char as follows.
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If we presume that the numerator and denominator in the parentheses
of these equations are the signal and noise (see Eq. (5.2) in Flanagan
& Hughes 1998), respectively, the noise (= is equivalent for both
the � and + modes. Note that the � mode is, by definition, larger
than or equal to |+ | (� � |+ |, e.g., Hayama et al. (2016)). Then one
expects that the + mode basically shows smaller SNR, making the
detection of the + mode more di�cult compared to the � mode for
the detector configuration mentioned above. The coherent network
analysis in Hayama et al. (2018) showed higher SNR ratio for + than
for �. This di�erence is likely to come from the e�ect of realistic
antenna pattern and the position of the multiple detectors (LIGOx2,
Virgo, and KAGRA), which is not taken into account in our analysis
above and we leave for the future work (e.g. Chan & Hayama 2020).

We apply the above expressions of ⌘char,I and ⌘char,V to our models
and plot their signals and noises in Fig. 14. Observed along the pole
(solid lines), ⌘char,I (red lines) and ⌘char,V (blue lines) of each model
are nearly overlapped at their peak. This indicates that the GWs
are almost purely circularly polarized. Observed along the equator
(dotted lines), the two rotating models show smaller ⌘char,V (dotted
blue lines), whose peak is one order of magnitude smaller than that of
⌘char,I (dotted red lines). In the non-rotating model, the amplitudes of
the GW circular polarization observed along the pole and the equator
are similar since the tilted angles of the polar and the equatorial (the
G-axis) directions are comparable relative to the rotation axis of the
spiral SASI. The bottom panel of Fig. 14 shows that the SNR of
⌘char,V is comparable or one order-of-magnitude smaller than that of
⌘char,I , depending on the GW frequencies.

3.4 Characteristic time variability of neutrino signals

In this section, we investigate the neutrino emission properties of
our models and discuss the detectability. Following Tamborra et al.
(2014a), we compute the neutrino luminosities of each flavour in the
two selected observer directions for our models. Fig. 15 shows the
neutrino luminosities of a4 (top panel), ā4 (middle panel), and aG
(bottom panel) in the polar (solid lines) and equatorial (dotted lines)
observer directions for the ⌦0 = 2 rad s�1 (red lines), ⌦0 = 1 rad s�1

(blue lines), and ⌦0 = 0 rad s�1 (green lines) models, respectively.
In the ⌦0 = 2 rad s�1 model, observing along the equatorial di-

rection, we can see that the strong quasi-periodic modulation of the
neutrino luminosity between 50 < Cpb < 90 ms for all the flavours.
During this period, the < = 1 and 2 deformations of the PNS are
significant (see the top panel of Fig. 6). As previously identified in
Takiwaki & Kotake (2018), this stems from the neutrino lighthouse
e�ect, where the spinning of strong neutrino emission regions around
the spin axis leads to quasi-periodic modulation in the neutrino sig-
nal, which is most strongly seen from the equatorial direction. After
Cpb ⇠ 120 ms, the small modulation of the neutrino luminosity can be
also seen (see the dotted line in the inset of each panel). In contrast,
observed along the polar direction, no clear quasi-periodic modula-
tion in the neutrino luminosity is identified (see the solid line in the
inset of the top panel for reference). Similarly to the ⌦0 = 2 rad s�1

model, the ⌦0 = 1 rad s�1 model shows the quasi-periodic modula-
tion only clearly for the equatorial observer (blue dotted line in the

MNRAS 000, 1–20 (2020)
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FIG. 10. The gravitational-wave energy from matter motions (in M� c2) for all the 3D models highlighted in this paper as a
function of time after bounce (in seconds). Note that the total GW energy radiated di↵ers by ⇠three orders of magnitude from
the least massive, 9-M� to the most massive, 23-M� progenitor. This energy grows by three orders of magnitude for the most
massive progenitors over the first ⇠2 seconds of simulation, but is already asymptoting shortly after one second post-bounce.
All models show rapid growth in the first ⇠50 ms, associated with the onset of prompt convection driven by the overturn of
the shocked mantle dynamically generated at and after bounce as the shock stalls initially into accretion. After this phase, the
neutrino-driven turbulence between the shock and the proto-neutron star core grows in vigor over a period of ⇠100 milliseconds
and excites a spectrum of core pulsational f- and some p-modes and likely generates a GW component due to the impinging of
the plumes onto the PNS that all together constitute the bulk of the gravitational radiation issuing from the supernova. This
phase can last from hundreds of milliseconds to 1.5 seconds, depending upon progenitor, after which the strains subside to a
hum dominated by the fundamental ` = 2 f-mode and (weakly) overtones. This last phase can last for many seconds. However,
the signals from those models destined to leave black holes are still vigorous for a longer period of time, since accretion persists
for these models until the black hole forms, after which the signal ceases abruptly. See the text for a discussion.

Vartanyan et al. 2023
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FIG. 2. Left: Plots of flavor- and time-integrated total neutrino energy (E⌫) versus PNS mass (MPNS). Di↵erent color indicates
di↵erent post-bounce time (Tb) at which the correlation between MPNS and E⌫ is displayed. Right: Plots of radiated energy of
GW (EGW) versus PNS mass (MPNS) for CCSN models in [44] (red filled circles). We fit them quadratically (black solid line).

C. Gravitational waves

Let us turn our attention to GWs. The characteristic
property of GWs in Fornax CCSN models have been
studied in [7, 13, 58, 59], and very recently Vartanyan
et al. [44] carried out a systematic study with long-term
3D simulations (> 1s) and we quantify the total emitted
energy of GWs (EGW). Although the high computational
cost still limits the number of models, we find a robust
correlation between EGW and the compactness of the
progenitor for explosion models. Observationally, this is
useful, since EGW may be the most easily constrained in
real observations even for cases with no detections [23].
We note that EGW is dominated by aspherical matter
motions in the frequency range of >⇠ 100 Hz, whereas
the low frequency components including GW emission
by anisotropic neutrino emission has a negligible contri-
bution [1, 59, 60].

Let us describe the rationale behind the correlation be-
tween EGW and the compactness of presupernova progen-
itor. The progenitor with the higher compactness core, in
general, has higher mass accretion onto PNS in the post-
bounce phase (see also [61]), that also leads to heavier
MPNS. Strong turbulent energy fluxes are accompanied
by the large mass accretion onto PNS for explosion mod-
els, which is the major driving force emitting GWs. Here,
we should make an important remark. The turbulence
in post-shock region tends to be weak for non-exploding
(or black hole formation) cases [44], since the accretion
is more spherical and the post-shock accretion flow has
higher temperature (i.e., low Mach number) than those
in explosion models. This indicates that the correlation
between EGW and the compactness disappears in non-
exploding models. For this reason, we adopt only explo-
sion models in this correlation study. Although it is a
limitation of the present work, the failure of explosion

seems to be perhaps rarer than ordinary CCSNe [47, 62];
hence, our proposed method will be applied in the ma-
jority of the death of massive stars.
In the right panel of Fig. 2, we plot MPNS (in the unit

of solar mass, M�) as a function of radiated GW energy
(EGW in the unit of 1046erg) for 3D explosion models
in [44]. We note that GW strain is estimated by using
the quadrupole approximation [63]. The positive corre-
lation can be clearly seen, and we show the quadratic
fit as a black solid line in this figure. We note that
the minimum mass of MPNS obtained from the fitting
function, 1.36M�, is not physical but rather an artifact
due to the accuracy of polynominal fitting. The actual
minimum PNS can be lower. We also quantify the co-
e�cient of determination and standard deviation for the
fitting function, which are 0.988 and 0.018, respectively.
The latter is estimated based on a normalized error de-
fined as (MPNS(d) � MPNS(f))/MPNS(f), where MPNS(d)

and MPNS(f) denote PNS mass at data point and that
estimated by the fitting function, respectively.

D. Demonstration

Below we describe how to place a constraint on p̄ by us-
ing these three progenitor-independent correlations. We
provide a flowchart of our proposed method in Fig. 3.
For readers seeking more detailed understandings of our
method, necessary references at each procedure are also
described. As the first step, we need to set Tb. Ac-
cording to [44], EGW is mostly saturated up to Tb ⇠ 2s,
meanwhile the correlation of neutrino signal which we
discussed in [42, 56] is guaranteed up to Tb ⇠ 4s; hence it
should be set in the range of 2s <⇠ Tb

<⇠ 4s. Next, we esti-
mate MPNS from EGW (see the right panel in Fig. 2), and
then E⌫ can be obtained from the correlation to MPNS

Nagakura and Vartanyan 2023

Strong correlation between GWs and Proto-neutron star mass
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Neutrino signals

1. Explosion models have low neutrino 
luminosity than those with non-explosions

2. The average energy of electro-type 
neutrinos and their anti-partners are lower 

in 3D than 1D.

3. Neutrino luminosity of heavy-leptonic 
neutrinos are higher in 3D than 1D.

(due to weak mass accretion)

(due to PNS convection)

A systematic study of PNS convection in 3D CCSN 13
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Figure 16. The radial profile of the angle-averaged turbulent en-
ergy flux at 200, 400 and 500 ms after bounce from top to bottom,
respectively. The results for the 60M� model are not included in
the last two snapshots.

neutrino luminosity, whereas the matter temperature at the
neutrinospheres is smaller than in 1D, working to decrease
the luminosity5. This competition can be characterized very

5 Consistent with the fact that the matter temperatures in 3D are
lower here than in 1D is that the average energy of the neutrinos
in 3D is smaller than in 1D (Fig. 20).
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Figure 17. The same as Fig. 12, but for the peak turbulent
energy flux.

roughly by a parameter, �, which is defined as

� ⌘ L⌫3D

L⌫1D
⇠ T4

⌫3DR2
⌫3D

T4
⌫1DR2

⌫1D

, (2)

where T⌫ and R⌫ denote the matter temperature and radius,
respectively, of the neutrinosphere6. We find that during the
early phase the latter e↵ect dominates the former (� < 1).
As a result, during this early phase the neutrino luminosity
is smaller in 3D. Unlike the case for the other species, the
production of ⌫̄es is suppressed by the Fermi degeneracy
of the ⌫es. Due to the enhanced supply of leptons by PNS
convection, this suppressive e↵ect on the density of ⌫̄es is
stronger in 3D than in 1D (Buras et al. 2006).

At the later phase (& 400 ms), the di↵erence in neutrino
luminosity between 1D and 3D has a di↵erent origin than
during the earlier phase. The ⌫x luminosity in 3D is higher
than in 1D for all models, but the di↵erences between 1D
and 3D models for the ⌫e and ⌫̄e neutrinos depend upon
progenitor. The luminosities of the latter species are lower
in 3D than 1D for the 19� and 25�M� models, but higher in
9M� model. On the other hand, the ⌫e and ⌫̄e luminosities

6 Note that the e↵ect of Fermi degeneracy is not taken into ac-
count in Eq. 2 (see e.g., Nagakura et al. (2013)).
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Figure 3. The energy luminosity (left) and average neutrino energy (right) as a function of time for each
species of neutrino for all 3D models in this study. These are measured in the laboratory frame at 250 km.
For comparison, we display 1D counterparts as thin lines.

At the onset of collapse, our CCSN simulations are
performed in spherical symmetry by taking a matter pro-
file computed by stellar evolution models. In this study,
we include the results for 9-, 10-, 12-, 13-, 14-, 15-, 19-
and 25-M! models (8 models in total), enough to blanket
the overall progenitor dependence4. The initial 1D models
were calculated by Sukhbold et al. (2016), except for the
25-M! progenitor which was calculated by Sukhbold et al.
(2018). Once the simulation reached 10 ms after core bounce,
we mapped both matter and neutrino radiation profiles to
3D and imposed non-radial perturbations in the fluid ve-
locity following the prescription in Müller & Janka (2015).

4 All progenitor models employed in this paper are non-rotating
models.

We employed a spherical coordinate, dendritic mesh with
678×128×256 (r×θ×φ) grid points covering 0 ≤ r ≤ 20, 000
km. The radial grid is logarithmically stretched outside the
inner ∼ 70 km.

The neutrino transport module in Fornax solves the
energy-dependent two moment equations for three neu-
trino species: electron-type neutrinos νe, electron-type anti-
neutrinos ν̄e, and all the other heavy neutrinos bundled
into what we call “νx.” The fluid-velocity dependence is in-
cluded up to O(v/c) and the effect of general relativity is
approximate included using the scheme in Rampp & Janka
(2002). We use 12 energy groups which are logarithmically
distributed from 1 MeV to 300 MeV for νe and 1 MeV to
100 MeV for the other species (We note that we display the
result of 1D simulation for comparison, in which we employ
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Figure 4. The time evolution of angle-averaged neutrino event rate detected through the major channel for each detector (from top to bottom, SK, DUNE, and
JUNO) for selected models (from left to right, 9-, 13-, 19-, and 25-M!). The colour distinguishes the neutrino oscillation model: no flavour conversions (red),
normal-mass hierarchy (blue), and inverted-mass hierarchy (green). For comparison, we also display 1D counterparts as thin lines. The distance to the CCSN
source is assumed to be 10 kpc.

A clue to understanding the difference is related to the average
energy of ν̄e neutrinos at the source, which is shown in the right-
hand and middle panels of Fig. 3. As shown, the average energy is
systematically higher in 1D than 3D, which results in higher event
rates for ν̄e neutrinos in SK and JUNO. As already mentioned in
Section 2.1, PNS convection affects neutrino emission through its
effect on the neutrinospheres. Due to PNS convection, the angle-
averaged neutrinospheres in 3D are located at larger radii and lower
matter temperatures than those in 1D. The latter effect reduces the
average energy of ν̄e neutrinos in 3D, and this accounts for much of
the difference in neutrino detection rates. The same trend can also be
seen for event rates in DUNE (sensitive to νe neutrinos at the Earth),
which is higher in 1D than 3D for no-oscillation models (see the
middle panel of Fig. 4).

We now turn our attention to the case of the normal-mass hierarchy
(blue lines in Fig. 4), for which the survival probability of ν̄e neutrinos
is ∼70 per cent. This indicates that the characteristics of ν̄e neutrinos
at the CCSN source are still responsible for the major trends in the
event rates at SK and JUNO. We find that the difference in the event
rate between 1D and 3D models follows the same trend (however
modest) as found in the case with no flavour conversions. On the
other hand, the survival probability of νe neutrinos for the normal-
mass hierarchy is almost zero, implying that the event rates at DUNE
reflect the characteristics of νx neutrinos at the CCSN source. Since
the νx luminosity is lower than that for νe neutrinos at the CCSN
source, the event rate becomes smaller than that with no flavour
conversions. We find that there are no remarkable differences in the
event rates between 1D and 3D for all progenitor models at DUNE.

At first glance, this looks a bit strange, since the luminosity of νx

neutrinos at the source is systematically higher in 3D than that in 1D
(due to effects of PNS convection), while the average energy is very
similar for the two cases (see Fig. 3).

This complexity can be illuminated by studying high-energy νx

neutrinos at the source. Some fractions of νxs emitted in the vicinity of
PNS experience shock acceleration, which creates a non-thermal tail
in the energy spectrum (Hotokezaka and Nagakura, in preparation).
The smaller shock radius that accompanies high mass accretion
rates provides conducive conditions for shock acceleration actually
realized in our 1D models (except for the 9-M! model). Although
non-thermal neutrinos have a smaller contribution to luminosity
and average energy, they affect the neutrino event rate at terrestrial
detectors, perhaps in measurable ways. We emphasize that high-
energy neutrino emission in the 9-, 19-, and 25-M! models in 3D
is subtle, since the shock wave is revived and propagates through a
low-density medium, making neutrino acceleration inefficient. The
increase in neutrino event rate due to a non-thermal component
in 1D compensates for the reduction in the event rate due to the
absence of PNS convection. Hence, the dimensional dependence is
not remarkable for these progenitors. On the other hand, the shock
wave stalls and is not revived for the 3D model of 13-M!, i.e. non-
thermal neutrinos can contribute to its event rate. As a result, due to
PNS convection the event rate is higher in 3D than that in 1D.5

5It should be noted that the contribution of the high-energy component in
the 3D model is smaller than that of 1D. This is mainly because the shock
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Figure 4. The time evolution of angle-averaged neutrino event rate detected through the major channel for each detector (from top to bottom, SK, DUNE, and
JUNO) for selected models (from left to right, 9-, 13-, 19-, and 25-M!). The colour distinguishes the neutrino oscillation model: no flavour conversions (red),
normal-mass hierarchy (blue), and inverted-mass hierarchy (green). For comparison, we also display 1D counterparts as thin lines. The distance to the CCSN
source is assumed to be 10 kpc.

A clue to understanding the difference is related to the average
energy of ν̄e neutrinos at the source, which is shown in the right-
hand and middle panels of Fig. 3. As shown, the average energy is
systematically higher in 1D than 3D, which results in higher event
rates for ν̄e neutrinos in SK and JUNO. As already mentioned in
Section 2.1, PNS convection affects neutrino emission through its
effect on the neutrinospheres. Due to PNS convection, the angle-
averaged neutrinospheres in 3D are located at larger radii and lower
matter temperatures than those in 1D. The latter effect reduces the
average energy of ν̄e neutrinos in 3D, and this accounts for much of
the difference in neutrino detection rates. The same trend can also be
seen for event rates in DUNE (sensitive to νe neutrinos at the Earth),
which is higher in 1D than 3D for no-oscillation models (see the
middle panel of Fig. 4).

We now turn our attention to the case of the normal-mass hierarchy
(blue lines in Fig. 4), for which the survival probability of ν̄e neutrinos
is ∼70 per cent. This indicates that the characteristics of ν̄e neutrinos
at the CCSN source are still responsible for the major trends in the
event rates at SK and JUNO. We find that the difference in the event
rate between 1D and 3D models follows the same trend (however
modest) as found in the case with no flavour conversions. On the
other hand, the survival probability of νe neutrinos for the normal-
mass hierarchy is almost zero, implying that the event rates at DUNE
reflect the characteristics of νx neutrinos at the CCSN source. Since
the νx luminosity is lower than that for νe neutrinos at the CCSN
source, the event rate becomes smaller than that with no flavour
conversions. We find that there are no remarkable differences in the
event rates between 1D and 3D for all progenitor models at DUNE.

At first glance, this looks a bit strange, since the luminosity of νx

neutrinos at the source is systematically higher in 3D than that in 1D
(due to effects of PNS convection), while the average energy is very
similar for the two cases (see Fig. 3).

This complexity can be illuminated by studying high-energy νx

neutrinos at the source. Some fractions of νxs emitted in the vicinity of
PNS experience shock acceleration, which creates a non-thermal tail
in the energy spectrum (Hotokezaka and Nagakura, in preparation).
The smaller shock radius that accompanies high mass accretion
rates provides conducive conditions for shock acceleration actually
realized in our 1D models (except for the 9-M! model). Although
non-thermal neutrinos have a smaller contribution to luminosity
and average energy, they affect the neutrino event rate at terrestrial
detectors, perhaps in measurable ways. We emphasize that high-
energy neutrino emission in the 9-, 19-, and 25-M! models in 3D
is subtle, since the shock wave is revived and propagates through a
low-density medium, making neutrino acceleration inefficient. The
increase in neutrino event rate due to a non-thermal component
in 1D compensates for the reduction in the event rate due to the
absence of PNS convection. Hence, the dimensional dependence is
not remarkable for these progenitors. On the other hand, the shock
wave stalls and is not revived for the 3D model of 13-M!, i.e. non-
thermal neutrinos can contribute to its event rate. As a result, due to
PNS convection the event rate is higher in 3D than that in 1D.5

5It should be noted that the contribution of the high-energy component in
the 3D model is smaller than that of 1D. This is mainly because the shock
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Figure 4. The time evolution of angle-averaged neutrino event rate detected through the major channel for each detector (from top to bottom, SK, DUNE, and
JUNO) for selected models (from left to right, 9-, 13-, 19-, and 25-M!). The colour distinguishes the neutrino oscillation model: no flavour conversions (red),
normal-mass hierarchy (blue), and inverted-mass hierarchy (green). For comparison, we also display 1D counterparts as thin lines. The distance to the CCSN
source is assumed to be 10 kpc.

A clue to understanding the difference is related to the average
energy of ν̄e neutrinos at the source, which is shown in the right-
hand and middle panels of Fig. 3. As shown, the average energy is
systematically higher in 1D than 3D, which results in higher event
rates for ν̄e neutrinos in SK and JUNO. As already mentioned in
Section 2.1, PNS convection affects neutrino emission through its
effect on the neutrinospheres. Due to PNS convection, the angle-
averaged neutrinospheres in 3D are located at larger radii and lower
matter temperatures than those in 1D. The latter effect reduces the
average energy of ν̄e neutrinos in 3D, and this accounts for much of
the difference in neutrino detection rates. The same trend can also be
seen for event rates in DUNE (sensitive to νe neutrinos at the Earth),
which is higher in 1D than 3D for no-oscillation models (see the
middle panel of Fig. 4).

We now turn our attention to the case of the normal-mass hierarchy
(blue lines in Fig. 4), for which the survival probability of ν̄e neutrinos
is ∼70 per cent. This indicates that the characteristics of ν̄e neutrinos
at the CCSN source are still responsible for the major trends in the
event rates at SK and JUNO. We find that the difference in the event
rate between 1D and 3D models follows the same trend (however
modest) as found in the case with no flavour conversions. On the
other hand, the survival probability of νe neutrinos for the normal-
mass hierarchy is almost zero, implying that the event rates at DUNE
reflect the characteristics of νx neutrinos at the CCSN source. Since
the νx luminosity is lower than that for νe neutrinos at the CCSN
source, the event rate becomes smaller than that with no flavour
conversions. We find that there are no remarkable differences in the
event rates between 1D and 3D for all progenitor models at DUNE.

At first glance, this looks a bit strange, since the luminosity of νx

neutrinos at the source is systematically higher in 3D than that in 1D
(due to effects of PNS convection), while the average energy is very
similar for the two cases (see Fig. 3).

This complexity can be illuminated by studying high-energy νx

neutrinos at the source. Some fractions of νxs emitted in the vicinity of
PNS experience shock acceleration, which creates a non-thermal tail
in the energy spectrum (Hotokezaka and Nagakura, in preparation).
The smaller shock radius that accompanies high mass accretion
rates provides conducive conditions for shock acceleration actually
realized in our 1D models (except for the 9-M! model). Although
non-thermal neutrinos have a smaller contribution to luminosity
and average energy, they affect the neutrino event rate at terrestrial
detectors, perhaps in measurable ways. We emphasize that high-
energy neutrino emission in the 9-, 19-, and 25-M! models in 3D
is subtle, since the shock wave is revived and propagates through a
low-density medium, making neutrino acceleration inefficient. The
increase in neutrino event rate due to a non-thermal component
in 1D compensates for the reduction in the event rate due to the
absence of PNS convection. Hence, the dimensional dependence is
not remarkable for these progenitors. On the other hand, the shock
wave stalls and is not revived for the 3D model of 13-M!, i.e. non-
thermal neutrinos can contribute to its event rate. As a result, due to
PNS convection the event rate is higher in 3D than that in 1D.5

5It should be noted that the contribution of the high-energy component in
the 3D model is smaller than that of 1D. This is mainly because the shock
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Figure 4. The time evolution of angle-averaged neutrino event rate detected through the major channel for each detector (from top to bottom, SK, DUNE, and
JUNO) for selected models (from left to right, 9-, 13-, 19-, and 25-M!). The colour distinguishes the neutrino oscillation model: no flavour conversions (red),
normal-mass hierarchy (blue), and inverted-mass hierarchy (green). For comparison, we also display 1D counterparts as thin lines. The distance to the CCSN
source is assumed to be 10 kpc.

A clue to understanding the difference is related to the average
energy of ν̄e neutrinos at the source, which is shown in the right-
hand and middle panels of Fig. 3. As shown, the average energy is
systematically higher in 1D than 3D, which results in higher event
rates for ν̄e neutrinos in SK and JUNO. As already mentioned in
Section 2.1, PNS convection affects neutrino emission through its
effect on the neutrinospheres. Due to PNS convection, the angle-
averaged neutrinospheres in 3D are located at larger radii and lower
matter temperatures than those in 1D. The latter effect reduces the
average energy of ν̄e neutrinos in 3D, and this accounts for much of
the difference in neutrino detection rates. The same trend can also be
seen for event rates in DUNE (sensitive to νe neutrinos at the Earth),
which is higher in 1D than 3D for no-oscillation models (see the
middle panel of Fig. 4).

We now turn our attention to the case of the normal-mass hierarchy
(blue lines in Fig. 4), for which the survival probability of ν̄e neutrinos
is ∼70 per cent. This indicates that the characteristics of ν̄e neutrinos
at the CCSN source are still responsible for the major trends in the
event rates at SK and JUNO. We find that the difference in the event
rate between 1D and 3D models follows the same trend (however
modest) as found in the case with no flavour conversions. On the
other hand, the survival probability of νe neutrinos for the normal-
mass hierarchy is almost zero, implying that the event rates at DUNE
reflect the characteristics of νx neutrinos at the CCSN source. Since
the νx luminosity is lower than that for νe neutrinos at the CCSN
source, the event rate becomes smaller than that with no flavour
conversions. We find that there are no remarkable differences in the
event rates between 1D and 3D for all progenitor models at DUNE.

At first glance, this looks a bit strange, since the luminosity of νx

neutrinos at the source is systematically higher in 3D than that in 1D
(due to effects of PNS convection), while the average energy is very
similar for the two cases (see Fig. 3).

This complexity can be illuminated by studying high-energy νx

neutrinos at the source. Some fractions of νxs emitted in the vicinity of
PNS experience shock acceleration, which creates a non-thermal tail
in the energy spectrum (Hotokezaka and Nagakura, in preparation).
The smaller shock radius that accompanies high mass accretion
rates provides conducive conditions for shock acceleration actually
realized in our 1D models (except for the 9-M! model). Although
non-thermal neutrinos have a smaller contribution to luminosity
and average energy, they affect the neutrino event rate at terrestrial
detectors, perhaps in measurable ways. We emphasize that high-
energy neutrino emission in the 9-, 19-, and 25-M! models in 3D
is subtle, since the shock wave is revived and propagates through a
low-density medium, making neutrino acceleration inefficient. The
increase in neutrino event rate due to a non-thermal component
in 1D compensates for the reduction in the event rate due to the
absence of PNS convection. Hence, the dimensional dependence is
not remarkable for these progenitors. On the other hand, the shock
wave stalls and is not revived for the 3D model of 13-M!, i.e. non-
thermal neutrinos can contribute to its event rate. As a result, due to
PNS convection the event rate is higher in 3D than that in 1D.5

5It should be noted that the contribution of the high-energy component in
the 3D model is smaller than that of 1D. This is mainly because the shock
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Figure 10. The finite-time Fourier transform of the neutrino event rate in each detector (from top to bottom, SK, DUNE, JUNO, and IceCube). Left: no flavour
conversions. Middle: normal-mass hierarchy. Right: inverted-mass hierarchy. Colour distinguishes the 3D models. The distance to the CCSN source is assumed
to be 10 kpc. A remarkable sharp peak at ∼100 Hz, which corresponds to the temporal behaviour induced by the spiral SASI, is seen, but only for non-exploding
models. See the text for details.

note that in their analysis the SN ratio required to catch the temporal
behaviour seems to be smaller than ours. They might be setting
∼2 (see the bottom panel of fig. 1 in Tamborra et al. 2013). Since
the SN ratio is proportional to d−1, the threshold distance becomes
2.5 times larger than ours by the difference in the SN ratio required for
detection. As such, their conclusions are based on optimistic choices,
and this accounts almost completely for the different conclusions.

For IceCube, on the other hand, the expected number of events
is two orders of magnitude larger than that in SK, suggesting that
it may be the most promising neutrino detector for investigating
the temporal behaviour due to the spiral SASI (see also Tamborra
et al. 2013; Walk et al. 2018). However, as mentioned, the noise
characteristics of IceCube are different from those in other detectors,
and this should be taken into account in the discussion of detectability.
Here, we consider this following Tamborra et al. (2013).

From equation (20), we obtain Nsignal = 200 for a CCSN at a
distance of d = 10 kpc.9 On the other hand, the background noise
can be estimated as 1.48 × 106 × (1/100) = 1.48 × 104, implying
that it is significantly larger than Nsignal. However, the background
noise is nearly in steady state. Hence, its time-averaged value can be
subtracted. After the subtraction of the time-averaged component,
the residual noise is the Poisson noise of the background and CCSN
signals, estimated as

Nnoise(IC) =
(

1.48 × 106

f
+ N10 kpc

!Tf

(
d

10 kpc

)−2
)0.5

, (22)

9In our simulations, we find that Nsignal is ∼500 (see the bottom panels of
Fig. 10), which is consistent to a factor of 2 with our rough estimate.
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Figure 10. The finite-time Fourier transform of the neutrino event rate in each detector (from top to bottom, SK, DUNE, JUNO, and IceCube). Left: no flavour
conversions. Middle: normal-mass hierarchy. Right: inverted-mass hierarchy. Colour distinguishes the 3D models. The distance to the CCSN source is assumed
to be 10 kpc. A remarkable sharp peak at ∼100 Hz, which corresponds to the temporal behaviour induced by the spiral SASI, is seen, but only for non-exploding
models. See the text for details.

note that in their analysis the SN ratio required to catch the temporal
behaviour seems to be smaller than ours. They might be setting
∼2 (see the bottom panel of fig. 1 in Tamborra et al. 2013). Since
the SN ratio is proportional to d−1, the threshold distance becomes
2.5 times larger than ours by the difference in the SN ratio required for
detection. As such, their conclusions are based on optimistic choices,
and this accounts almost completely for the different conclusions.

For IceCube, on the other hand, the expected number of events
is two orders of magnitude larger than that in SK, suggesting that
it may be the most promising neutrino detector for investigating
the temporal behaviour due to the spiral SASI (see also Tamborra
et al. 2013; Walk et al. 2018). However, as mentioned, the noise
characteristics of IceCube are different from those in other detectors,
and this should be taken into account in the discussion of detectability.
Here, we consider this following Tamborra et al. (2013).

From equation (20), we obtain Nsignal = 200 for a CCSN at a
distance of d = 10 kpc.9 On the other hand, the background noise
can be estimated as 1.48 × 106 × (1/100) = 1.48 × 104, implying
that it is significantly larger than Nsignal. However, the background
noise is nearly in steady state. Hence, its time-averaged value can be
subtracted. After the subtraction of the time-averaged component,
the residual noise is the Poisson noise of the background and CCSN
signals, estimated as

Nnoise(IC) =
(

1.48 × 106

f
+ N10 kpc

!Tf

(
d

10 kpc

)−2
)0.5

, (22)

9In our simulations, we find that Nsignal is ∼500 (see the bottom panels of
Fig. 10), which is consistent to a factor of 2 with our rough estimate.
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Figure 10. The finite-time Fourier transform of the neutrino event rate in each detector (from top to bottom, SK, DUNE, JUNO, and IceCube). Left: no flavour
conversions. Middle: normal-mass hierarchy. Right: inverted-mass hierarchy. Colour distinguishes the 3D models. The distance to the CCSN source is assumed
to be 10 kpc. A remarkable sharp peak at ∼100 Hz, which corresponds to the temporal behaviour induced by the spiral SASI, is seen, but only for non-exploding
models. See the text for details.

note that in their analysis the SN ratio required to catch the temporal
behaviour seems to be smaller than ours. They might be setting
∼2 (see the bottom panel of fig. 1 in Tamborra et al. 2013). Since
the SN ratio is proportional to d−1, the threshold distance becomes
2.5 times larger than ours by the difference in the SN ratio required for
detection. As such, their conclusions are based on optimistic choices,
and this accounts almost completely for the different conclusions.

For IceCube, on the other hand, the expected number of events
is two orders of magnitude larger than that in SK, suggesting that
it may be the most promising neutrino detector for investigating
the temporal behaviour due to the spiral SASI (see also Tamborra
et al. 2013; Walk et al. 2018). However, as mentioned, the noise
characteristics of IceCube are different from those in other detectors,
and this should be taken into account in the discussion of detectability.
Here, we consider this following Tamborra et al. (2013).

From equation (20), we obtain Nsignal = 200 for a CCSN at a
distance of d = 10 kpc.9 On the other hand, the background noise
can be estimated as 1.48 × 106 × (1/100) = 1.48 × 104, implying
that it is significantly larger than Nsignal. However, the background
noise is nearly in steady state. Hence, its time-averaged value can be
subtracted. After the subtraction of the time-averaged component,
the residual noise is the Poisson noise of the background and CCSN
signals, estimated as

Nnoise(IC) =
(

1.48 × 106

f
+ N10 kpc

!Tf

(
d
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)−2
)0.5

, (22)

9In our simulations, we find that Nsignal is ∼500 (see the bottom panels of
Fig. 10), which is consistent to a factor of 2 with our rough estimate.
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Figure 10. The finite-time Fourier transform of the neutrino event rate in each detector (from top to bottom, SK, DUNE, JUNO, and IceCube). Left: no flavour
conversions. Middle: normal-mass hierarchy. Right: inverted-mass hierarchy. Colour distinguishes the 3D models. The distance to the CCSN source is assumed
to be 10 kpc. A remarkable sharp peak at ∼100 Hz, which corresponds to the temporal behaviour induced by the spiral SASI, is seen, but only for non-exploding
models. See the text for details.

note that in their analysis the SN ratio required to catch the temporal
behaviour seems to be smaller than ours. They might be setting
∼2 (see the bottom panel of fig. 1 in Tamborra et al. 2013). Since
the SN ratio is proportional to d−1, the threshold distance becomes
2.5 times larger than ours by the difference in the SN ratio required for
detection. As such, their conclusions are based on optimistic choices,
and this accounts almost completely for the different conclusions.

For IceCube, on the other hand, the expected number of events
is two orders of magnitude larger than that in SK, suggesting that
it may be the most promising neutrino detector for investigating
the temporal behaviour due to the spiral SASI (see also Tamborra
et al. 2013; Walk et al. 2018). However, as mentioned, the noise
characteristics of IceCube are different from those in other detectors,
and this should be taken into account in the discussion of detectability.
Here, we consider this following Tamborra et al. (2013).

From equation (20), we obtain Nsignal = 200 for a CCSN at a
distance of d = 10 kpc.9 On the other hand, the background noise
can be estimated as 1.48 × 106 × (1/100) = 1.48 × 104, implying
that it is significantly larger than Nsignal. However, the background
noise is nearly in steady state. Hence, its time-averaged value can be
subtracted. After the subtraction of the time-averaged component,
the residual noise is the Poisson noise of the background and CCSN
signals, estimated as

Nnoise(IC) =
(

1.48 × 106

f
+ N10 kpc

!Tf

(
d

10 kpc

)−2
)0.5

, (22)

9In our simulations, we find that Nsignal is ∼500 (see the bottom panels of
Fig. 10), which is consistent to a factor of 2 with our rough estimate.
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Figure 10. Same as Fig. 8, but as a function of the total neutrino energy (TONE).

TONE. Note that the TONE monotonically increases with
time; thus, the map between time and TONE is monotonic
for each model. For neutrino oscillation models, we find that
TONE is less sensitive to progenitor. We also find that the
uncertainty due to the progenitor dependence is comparable
to that of the angular dependence (shaded region), i.e., the
error is within a few tens of percent. Hence, we conclude
that the correlation is nearly universal (with little progeni-
tor dependence). We emphasize that such universality is not
trivial, since the reaction channels used in this study are
not sensitive to heavy lepton neutrinos at the Earth. Nev-
ertheless, our result suggests that the cumulative number of
events in each reaction channel is universally correlated with
the TONE.

As shown in Fig. 10, the progenitor dependence of the

correlation is weaker for neutrino oscillation models vis à vis
the no-oscillation models. One of the reasons is that the to-
tal radiated energy of the four heavy lepton neutrinos (νµ,
ντ and their anti-partners) constitutes the dominant contri-
bution to the TONE, although the individual contributions
are smaller than for the νe and ν̄e neutrinos12. This fact
indicates that νx neutrinos at the source contain the most
important information concerning the radiated total energy.
For no-oscillation models, however, the observed data in the
major reaction channels for each detector do not reflect νx
neutrino properties at all, and as a result they tend to be
less sensitive to the total energy. It should be mentioned

12 This is mainly due to the absence of charged-current reactions
for heavy lepton neutrinos in supernova matter.
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Figure 10. Same as Fig. 8, but as a function of the total neutrino energy (TONE).

TONE. Note that the TONE monotonically increases with
time; thus, the map between time and TONE is monotonic
for each model. For neutrino oscillation models, we find that
TONE is less sensitive to progenitor. We also find that the
uncertainty due to the progenitor dependence is comparable
to that of the angular dependence (shaded region), i.e., the
error is within a few tens of percent. Hence, we conclude
that the correlation is nearly universal (with little progeni-
tor dependence). We emphasize that such universality is not
trivial, since the reaction channels used in this study are
not sensitive to heavy lepton neutrinos at the Earth. Nev-
ertheless, our result suggests that the cumulative number of
events in each reaction channel is universally correlated with
the TONE.

As shown in Fig. 10, the progenitor dependence of the

correlation is weaker for neutrino oscillation models vis à vis
the no-oscillation models. One of the reasons is that the to-
tal radiated energy of the four heavy lepton neutrinos (νµ,
ντ and their anti-partners) constitutes the dominant contri-
bution to the TONE, although the individual contributions
are smaller than for the νe and ν̄e neutrinos12. This fact
indicates that νx neutrinos at the source contain the most
important information concerning the radiated total energy.
For no-oscillation models, however, the observed data in the
major reaction channels for each detector do not reflect νx
neutrino properties at all, and as a result they tend to be
less sensitive to the total energy. It should be mentioned

12 This is mainly due to the absence of charged-current reactions
for heavy lepton neutrinos in supernova matter.
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Figure 10. Same as Fig. 8, but as a function of the total neutrino energy (TONE).

TONE. Note that the TONE monotonically increases with
time; thus, the map between time and TONE is monotonic
for each model. For neutrino oscillation models, we find that
TONE is less sensitive to progenitor. We also find that the
uncertainty due to the progenitor dependence is comparable
to that of the angular dependence (shaded region), i.e., the
error is within a few tens of percent. Hence, we conclude
that the correlation is nearly universal (with little progeni-
tor dependence). We emphasize that such universality is not
trivial, since the reaction channels used in this study are
not sensitive to heavy lepton neutrinos at the Earth. Nev-
ertheless, our result suggests that the cumulative number of
events in each reaction channel is universally correlated with
the TONE.

As shown in Fig. 10, the progenitor dependence of the

correlation is weaker for neutrino oscillation models vis à vis
the no-oscillation models. One of the reasons is that the to-
tal radiated energy of the four heavy lepton neutrinos (νµ,
ντ and their anti-partners) constitutes the dominant contri-
bution to the TONE, although the individual contributions
are smaller than for the νe and ν̄e neutrinos12. This fact
indicates that νx neutrinos at the source contain the most
important information concerning the radiated total energy.
For no-oscillation models, however, the observed data in the
major reaction channels for each detector do not reflect νx
neutrino properties at all, and as a result they tend to be
less sensitive to the total energy. It should be mentioned

12 This is mainly due to the absence of charged-current reactions
for heavy lepton neutrinos in supernova matter.
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higher with respect to the same TONE. On the other hand,
the deviation is smaller in the cases with flavor conversions.
For instance, an almost progenitor-independent correlation
emerges at DUNE for the normal-mass hierarchy. This is at-
tributed to the fact that the event counts reflect ⌫x at the
CCSN source in the neutrino oscillation model. We note that
⌫x constitutes the dominant contribution to TONE26. In the
cases with other detectors (SK, HK, JUNO and IceCube),
they also see a similar trend. It should be mentioned that
for these detectors the progenitor dependence of the corre-
lation is much smaller in the inverted-mass hierarchy than
in the normal one, since ⌫̄e at the Earth mostly reflects the
properties of the ⌫x at the supernova.
Below, we provide approximate formulae for the correla-

tions for the neutrino oscillation models. We first point out
that the quadratic fit used in Nagakura et al. (2021) can
not capture the simulation results iat later times adequately.
Hence, we fit them with a higher-order quartic polynominal.
It should be noted that, although the fit can be improved by
using cubic functions, we find that the functions break the
monotonic relation before TONE reaches 6 ⇥ 1053 erg. This
is actually unphysical. Hence, we employ quartic functions in
the fit. We confirm that monotonicity is guaranteed up to a
TONE of 1054 erg, which is a firm upper limit to the total
emission of CCSN neutrinos (see also Reed & Horowitz 2020).
The fitting formulae are given in the case of the normal

mass hierarchy as:

[SK� IBDp�NORMAL]

NCum =
�
220E52 + 5E2

52 � 0.074E3
52 + 0.0003E4

52

�

✓
V

32.5 ktons

◆✓
d

10 kpc

◆�2

, (23)

[DUNE� CCAre�NORMAL]

NCum =
�
90E52 + 4.5E2

52 � 0.062E3
52 + 0.00028E4

52

�

✓
V

40 ktons

◆✓
d

10 kpc

◆�2

, (24)

[JUNO� IBDp�NORMAL]

NCum =
�
165E52 + 5.1E2

52 � 0.082E3
52 + 0.00039E4

52

�

✓
V

20 ktons

◆✓
d

10 kpc

◆�2

, (25)

[IceCube� IBDp�NORMAL]

NCum =
�
23000E52 + 600E2

52 � 9E3
52 + 0.04E4

52

�

✓
V

3.5Mtons

◆✓
d

10 kpc

◆�2

, (26)

26 We note that the neutrino luminosity of the individual species of
heavy leptonic neutrinos is smaller than that of ⌫e or ⌫̄e neutrinos.
However, we have four such species.

and in the case with the inverted mass hierarchy as

[SK� IBDp� InV]

NCum =
�
170E52 + 4E2

52 � 0.07E3
52 + 0.00036E4

52

�

✓
V

32.5 ktons

◆✓
d

10 kpc

◆�2

, (27)

[DUNE� CCAre� InV]

NCum =
�
90E52 + 4.5E2

52 � 0.062E3
52 + 0.00028E4

52

�

✓
V

40 ktons

◆✓
d

10 kpc

◆�2

, (28)

[JUNO� IBDp� InV]

NCum =
�
135E52 + 3E2

52 � 0.051E3
52 + 0.0003E4

52

�

✓
V

20 ktons

◆✓
d

10 kpc

◆�2

, (29)

[IceCube� IBDp� InV]

NCum =
�
18000E52 + 430E2

52 � 7E3
52 + 0.035E4

52

�

✓
V

3.5Mtons

◆✓
d

10 kpc

◆�2

, (30)

where NCum, E52, and V denote the cumulative number of
events, TONE in the units of 1052ergs, and the detector vol-
ume, respectively. We note that Eqs. 23 and 27 with V = 220
ktons represent the HK case.
There are two caveats regarding the fitting formulae. First,

although they are capable of reproducing the results of explo-
sion models, there is a systematic deviation for non-exploding
models for all the detectors for the normal mass hierarchy,
and for DUNE with the inverted mass hierarchy (see Fig. 14).
This is attributed to the fact that the accretion component
of ⌫es or ⌫̄es (at the supernova) at late times contributes sub-
stantially to the event counts (as discussed already). As a
result, the event counts tend to be higher than other cases
with respect to the same TONE (see also Fig. 13 and rele-
vant discussions). On the other hand, the systematic error is
roughly ⇠ 10%, which is the same level of uncertainty due to
the angular (observer direction) dependence (see Secs. 3.2 and
3.4 in Nagakura et al. 2021). This indicates that the errors
may be overwhelmed by other uncertainties. We, hence, do
not attempt any modifications to correct for the systematic
deviations of non-exploding models. The cumulative number
of events in our Fornax CCSN models tends to be slightly
higher than in others. This indicates that the TONE obtained
by our fitting formulae could be underestimated.
The fitting formulae provided should be very useful in real

observations, in particular for distant CCSNe. As discussed
in Nagakura et al. (2021); Nagakura (2021), the TONE can
be estimated through the retrieval of energy spectra for all
flavors of neutrino by using purely observed quantities at mul-
tiple detectors. However, the statistical error is very large un-
less the CCSN source is very close and this implies that the
retrieved TONE would not be accurate. Our fitting formulae,
on the other hand, need only energy- and time-integrated (cu-
mulative) event counts, which corresponds to the most sta-
tistically significant datum among observed quantities. For
instance, the error for SK, JUNO, and DUNE for the Large
Magellanic Cloud CCSNe (⇠ 50 kpc) is . 5%, and HK will
allow us to provide the TONE for CCSNe at the Andromeda
galaxy (⇠ 700 kpc) with ⇠ 10% errors. This indicates that
the statistical noise does not compromise the accuracy of the
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Figure 1. Total emitted neutrino energy (TONE) as a function of
post-bounce time. Color distinguishes models. Solid and dashed
lines represent explosion and non-explosion models, respectively.

although the 3D models are also available in Vartanyan et al.
(2019a); Burrows et al. (2020). The reason of this choice is
that the 2D simulation is computationally much cheaper than
that of 3D, which allows the simulation of CCSN for a longer
time (⇠ 4 s after core bounce). We also find that the angular-
averaged neutrino signal is almost the same as that obtained
from 3D models; hence, we adopt the angle-averaged neutrino
data of the 2D models in this study. These models cover the
most of accretion phase in CCSN, which is the focused phase
in this study.
In these simulations, we cover a wide range of progen-

itor masses, spanning a zero-age main sequence mass of
9 � 25 M�. The initial conditions for the stellar progeni-
tors are provided in Sukhbold et al. (2018), and 2D simula-
tions were calculated, following the stellar collapse and post-
bounce evolution through ⇠ 4 s. Among the (18) models,
shock revival is achieved for all except for the 12- and 15 M�
models. The detailed analysis of their CCSN dynamics can
be found in (Burrows & Vartanyan 2021), and that of the
neutrino signal are presented in (Nagakura et al. 2021c).
Figure 1 shows the time evolution of TONE for our CCSN

models. As discussed in (Nagakura et al. 2021c), its time evo-
lution has rich progenitor-dependent features. As shown in
the figure, the 9M� model has the lowest TONE among all
models. This model has the steepest density gradient around
the core at the presupernova phase (see Fig. 1 in Burrows &
Vartanyan 2021), indicating that the mass accretion rate be-
comes the smallest among our CCSN models. This suppresses
the accretion component of neutrino emission, resulting in the
lowest TONE. On the contrary, 21M� model has the high-
est TONE. Contrary to the case of 9M� model, it has the
shallowest density gradient in the core at the presupernova
stage, leading the highest mass accretion rate onto PNS and
hence the highest TONE.
We show the time evolution of the PNS mass in the left

panel of Fig. 2 obtained from our CCSN simulations. This
displays the mass accretion history for each CCSN model,
which clearly shows that 9 and 21M� models have the lowest
and highest mass accretion rate onto the PNS, respectively

(consistent with the above discussion). By comparing TONE
and PNS mass, the correlation is obvious; the TONE becomes
higher for larger PNS mass. In the next section (Sec. 4), we
quantify the correlation. In the right panel of Fig. 2, on the
other hand, we display PNS radius as a function of time. We
find that the higher PNS mass tends to have the larger ra-
dius, and that the PNS shrinks monotonically with time. It
should be noted that the progenitor dependence of PNS ra-
dius becomes weaker with increasing time; indeed, all models
eventually follow the universal time evolution at & 1 s. We
also quantify these time-dependent features of PNS radius in
the next section.

4 CORRELATION BETWEEN TONE AND PNS

STRUCTURE

Let us first inspect a correlation between TONE and PNS
mass in the same time snapshots. In Fig. 3, we collect TONE
and PNS mass of each CCSN model at the time of 0.2, 0.5
and 2 s in each panel. As illustrated in the plot, the PNS
mass has a strong correlation to TONE. The red line in each
panel is a quadratic fit for the correlation; the coe�cients are
displayed in each panel.
It should be mentioned that the fitting function evolves

with time, indicating that we can obtain TONE by specifying
PNS mass and post-bounce time. In other words, we can draw
the time evolution of TONE along a constant PNS mass. We
fit them by a seventh degree function;

E52(t) =
7X

i=0

ait
i, (1)

where E52 denotes TONE in the unit of 1052erg, and t rep-
resents the time measured from core bounce in the unit of
second. The fitting coe�cients for PNS mass in the range of
1.2�2.2M� are summarized in Tab. 1. The time evolution of
TONE for selected PNS masses are displayed in Fig. 4. There
are two important remarks in our results. First, our fitting is
only valid in the post bounce time of 0.1 s . t . 4 s. In the
very early post-bounce phase (. 0.1 s), the time evolution
of TONE is rather steep, and it would be necessary to use
higher polynomials to fit the data. On the other hand, there
are other systematic errors in our method at . 0.2 s in our
method (see Secs. 5 and 6 for more detail); this drawback
in our method needs to be improved, although addressing
the issue is postponed to future work. We also note that our
neutrino data on CCSN models are available up to ⇠ 4 s, in-
dicating that our fitting functions are not reliable after that
time. Another remark is that we provide coe�cients for PNS
mass for each 0.1M� from 1.2� 2.2M� in Tab. 1. For cases
with other PNS masses, we can simply use a linear interpo-
lation or extrapolation from the adjacent data points.
As shown in Fig. 2, the time evolution of PNS radius is

insensitive to CCSN models. However, we find that the PNS
radius tends to be (slightly) larger for higher PNS mass at
. 1s. We, hence, evaluate the correlation quantitatively; the
results are summarized in Fig. 5. As expected, we find that
the PNS radius has a positive correlation to its mass at the
early post-bounce phase. It should be mentioned that the
correlation disappears in the late phase (see right panel of
Fig. 5). However, we confirm that the variance of PNS radius
is very small (see right panel in Fig. 5); hence, the fitting
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data is still useful. We also note that the uncertainty of EOS
would be more influential to estimate the radius in the late
phase, which will be discussed in Sec. 6.
We fit the relation between PNS mass and radius linearly at

each time snapshot. This allows us to estimate PNS radius by
giving PNS mass and time. This indicates that we can draw
the time evolution of PNS radius for a constant PNS mass.
We fit them by polynomial functions as

lnR10(t) =
7X

i=0

bit
i, (2)

where R10 denotes the PNS radius in the unit of 10 km; the
fitting coe�cients are summarized in Tab. 2. We also draw
the time evolution of PNS radius for selected PNS masses in
Fig. 6. In the next section, we demonstrate how these fitting
functions can be used for data analysis in real observations.

5 DEMONSTRATION

In this section, we demonstrate retrievals of time evolution of
PNS mass and radius from observed neutrino data by using
our proposed method. For the input data, we employ mock
data of observed neutrinos in Nagakura et al. (2021c), which
were computed by a detector software, SNOwGLoBES3. The
original CCSN models for these mock data are the same
as those used in this paper (Burrows & Vartanyan 2021).
By assuming neutrino oscillation models and the distance to
CCSN, we estimated the energy- and flavor dependent neu-
trino flux at Earth, and then the neutrino event count at
each detector were estimated through SNOwGLoBES (see
Nagakura et al. (2021c) in more detail). In this study, we

3 The software is available at https://webhome.phy.duke.edu/

~schol/snowglobes/.
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data is still useful. We also note that the uncertainty of EOS
would be more influential to estimate the radius in the late
phase, which will be discussed in Sec. 6.
We fit the relation between PNS mass and radius linearly at

each time snapshot. This allows us to estimate PNS radius by
giving PNS mass and time. This indicates that we can draw
the time evolution of PNS radius for a constant PNS mass.
We fit them by polynomial functions as

lnR10(t) =
7X

i=0

bit
i, (2)

where R10 denotes the PNS radius in the unit of 10 km; the
fitting coe�cients are summarized in Tab. 2. We also draw
the time evolution of PNS radius for selected PNS masses in
Fig. 6. In the next section, we demonstrate how these fitting
functions can be used for data analysis in real observations.

5 DEMONSTRATION

In this section, we demonstrate retrievals of time evolution of
PNS mass and radius from observed neutrino data by using
our proposed method. For the input data, we employ mock
data of observed neutrinos in Nagakura et al. (2021c), which
were computed by a detector software, SNOwGLoBES3. The
original CCSN models for these mock data are the same
as those used in this paper (Burrows & Vartanyan 2021).
By assuming neutrino oscillation models and the distance to
CCSN, we estimated the energy- and flavor dependent neu-
trino flux at Earth, and then the neutrino event count at
each detector were estimated through SNOwGLoBES (see
Nagakura et al. (2021c) in more detail). In this study, we

3 The software is available at https://webhome.phy.duke.edu/

~schol/snowglobes/.
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Table 1. Fitting coe�cients for the time evolution of TONE along the constant PNS mass. See Eq. 1 for definition of coe�cients.

PNS baryon-mass [M�] a0 a1 a2 a3 a4 a5 a6 a7

1.2 0.5333 13.93 -16.66 14.34 -7.168 2.039 -0.3076 1.909⇥ 10�2

1.3 0.5566 16.10 -18.10 15.13 -7.471 2.117 -0.3193 1.982⇥ 10�2

1.4 0.5831 18.34 -19.70 16.04 -7.850 2.220 -0.3348 2.080⇥ 10�2

1.5 0.6135 20.66 -21.43 17.11 -8.318 2.351 -0.3548 2.207⇥ 10�2

1.6 0.6486 23.06 -23.30 18.34 -8.888 2.513 -0.3800 2.367⇥ 10�2

1.7 0.6893 25.55 -25.35 19.78 -9.578 2.714 -0.4113 2.567⇥ 10�2

1.8 0.7371 28.15 -27.59 21.47 -10.41 2.959 -0.4496 2.813⇥ 10�2

1.9 0.7937 30.87 -30.06 23.43 -11.41 3.256 -0.4964 3.113⇥ 10�2

2.0 0.8619 33.72 -32.82 25.74 -12.61 3.615 -0.5530 3.477⇥ 10�2

2.1 0.9456 36.72 -35.90 28.47 -14.06 4.048 -0.6212 3.916⇥ 10�2

2.2 10.508 39.89 -39.38 31.69 -15.78 4.567 -0.7031 4.443⇥ 10�2

Table 2. Fitting coe�cients for the time evolution of PNS radius along the constant PNS mass. See Eq. 2 for definition of coe�cients.

PNS baryon-mass [M�] b0 b1 b2 b3 b4 b5 b6 b7

1.2 2.097 -3.545 4.855 -3.982 1.931 -0.5429 8.163⇥ 10�2 �5.062⇥ 10�3

1.3 2.140 -3.689 5.146 -4.302 2.120 -0.6042 9.178⇥ 10�2 �5.738⇥ 10�3

1.4 2.182 -3.826 5.422 -4.607 2.302 -0.6629 0.1015 �6.387⇥ 10�3

1.5 2.223 -3.957 5.686 -4.899 2.477 -0.7193 0.1109 �7.012⇥ 10�3

1.6 2.262 -4.082 5.938 -5.179 2.644 -0.7735 0.1199 �7.613⇥ 10�3

1.7 2.299 -4.201 6.178 -5.448 2.805 -0.8258 0.1286 �8.193⇥ 10�3

1.8 2.336 -4.314 6.409 -5.707 2.960 -0.8762 0.1369 �8.754⇥ 10�3

1.9 2.371 -4.424 6.630 -5.955 3.110 -0.9249 0.1450 �9.296⇥ 10�3

2.0 2.406 -4.528 6.842 -6.195 3.255 -0.9720 0.1529 �9.821⇥ 10�3

2.1 2.439 -4.629 7.047 -6.427 3.395 -1.0177 0.1605 �1.033⇥ 10�2

2.2 2.472 -4.725 7.244 -6.650 3.531 -1.0619 0.1679 �1.082⇥ 10�2
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Figure 4. TONE as a function of time along a constant PNS baryon-
mass: 1.2, 1.4, 1.6, 1.8, 2.0, and 2.2M�. The fitting function of each
line is summarized in Table 1.

consider cases for representative terrestrial neutrino obser-
vatories: SK (HK), DUNE, JUNO, and IceCube; and their
detector volume is assumed to be 32.5(220) ktons, 40 ktons,
20 ktons, and 3.5 Mtons, respectively. For simplicity, we only
consider the major reaction channel at each detector: IBD-p
for SK, HK, and IceCube; the charged-current reaction with
argon for DUNE. For neutrino oscillation models, we adopt
adiabatic Mikheyev-Smirnov-Wolfenstein (MSW) model for
both normal- and inverted mass hierarchy. The uncertainty
of neutrino oscillation model will be discussed in Sec. 6. In
this study, we do not take into account Poisson noise, whereas

the smearing e↵ects in detector response that are equipped
with SNOwGLoBES are included.

As described in previous sections, we use the time-
dependent cumulative number of neutrino events (NCum) at
each detector. Under the adiabatic MSW neutrino oscillation
model, we can estimate TONE (E52) from NCum as (see also
Eqs. 23-30 in Nagakura et al. (2021c)),

[SK� IBDp�NORMAL]

NCum =
�
220E52 + 5E2

52 � 0.074E3
52 + 0.0003E4

52

�

✓
V

32.5 ktons

◆✓
d

10 kpc

◆�2

, (3)

[DUNE� CCAre�NORMAL]

NCum =
�
90E52 + 4.5E2

52 � 0.062E3
52 + 0.00028E4

52

�

✓
V

40 ktons

◆✓
d

10 kpc

◆�2

, (4)

[JUNO� IBDp�NORMAL]

NCum =
�
165E52 + 5.1E2

52 � 0.082E3
52 + 0.00039E4

52

�

✓
V

20 ktons

◆✓
d

10 kpc

◆�2

, (5)

[IceCube� IBDp�NORMAL]

NCum =
�
23000E52 + 600E2

52 � 9E3
52 + 0.04E4

52

�

✓
V

3.5Mtons

◆✓
d

10 kpc

◆�2

, (6)

in the normal mass hierarchy; V denotes the detector volume.
In the case with the inverted mass hierarchy, the functions
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Figure 1. Schematic picture of the neutrino shock acceleration in CCSN.
Note that the shock acceleration occurs only for νµ, ντ , and their antipartners
(see the text for more details). Those neutrinos are emitted at the energy sphere
(which is almost identical to the neutrino sphere and located at ∼30 km) with a
thermal spectrum. During the flight in the post-shock flows, they go through
multiple-scatterings, which influences on the thermal spectrum, although
the spectrum sustains the quasi-thermal feature (see e.g. Suwa 2013; Suwa,
Tahara & Komatsu 2019b; Kato et al. 2020; Wang & Burrows 2020). In
the pre-shock region, the dominant opacity is coherent scatterings with heavy
nuclei, on the other hand. Some neutrinos are back scattered by them and then
cross the shock wave. In the post-shock flows, neutrinos have scatterings with
nucleons again. Some fractions of neutrinos escape from the post-shock flows
after repeating the same process (see equation 5 for the condition) during
which neutrinos gain the energy from the shock wave and create the non-
thermal spectrum. The reachable maximum energy is ∼100 and ∼200 MeV
for νµ, ντ , respectively. See the text for more details.

shock crossing is roughly
〈

#E

E

〉
≈

|vu − vd |
c

, (1)

where c is the speed of light and the symbol of 〈〉 denotes the
average. The acceleration stops when the energy loss on each
scattering becomes comparable to the gained energy (equation 1)
or the accelerated particle is absorbed by matter. For electron-type
neutrinos (νe) and their antipartners (ν̄e), no shock accelerations
occur in practice, since their shock acceleration is hampered by the
reactions of νe + n → e− + p and ν̄e + p → e+ + n. The cross-
section for these reactions increases with energy, implying that the
accelerated neutrinos for νe and ν̄e would be immediately absorbed.

For νµ and ντ , on the other hand, the situation is very different
from that of the electron-type (see also Fig. 1), since their charged
current reactions are absent at least up to ∼100 MeV neutrinos.1 Let
us first estimate the upper limit of neutrino energy (Emax) without
absorption processes. This is mainly determined by the balance
between the energy loss of scatterings and the energy gain by the
shock acceleration (equation 1) , i.e.

|vu − vd |
c

∼ Emax

M
, (2)

where M is the mass of the scattering particle, i.e. nucleons and
nucleus in the downstream and upstream, respectively. Since nucle-

1Strictly speaking, weak processes such as neutrino pair annihilations and
the inverse process of nucleon–nucleon bremsstrahlung work similar as
neutrino absorptions by matter. However, those reactions are negligible for
the considered situation.

Figure 2. Schematic picture of expected spectra for all flavours of neutrinos
(at a CCSN source) when the neutrino shock acceleration occurs.

ons have the lighter mass, 1 GeV, the shock acceleration is limited
by the nucleon recoil effect in the downstream.2 Since the fluid-
velocity difference between up- and downstream at the shock wave
is ≈0.2c, we obtain Emax ∼ 200 MeV.3 This is smaller than the mass
of tau (∼1 GeV), indicating that ντ can be in principle accelerated
up to ∼200 MeV. On the other hand, the νµ acceleration stops before
reaching ∼200 MeV, since the νµ absorption via charged-current
reactions, e.g. νµ + n → p + µ− and ν̄µ + p → n + µ+, emerge
above ∼100 MeV. νµ are mainly absorbed by nucleons and nuclei in
the down- and upstream, respectively, meanwhile muons produced in
these processes decay immediately and emit νµ at the lower energy
('100 MeV). Consequently, the spectrum of νµ is expected to have
a sharp cut off around 100 MeV. This fact suggests that the energy
spectrum is remarkably different between νµ and ντ in the energy
range of 100 MeV ! E ! 200 MeV, which provides a precious
environment to study the neutrino oscillation in CCSN (see Section 4
for more details). Note that the numbers of shock crossings for which
a seed neutrino with an energy of 50 MeV is accelerated to 100 and
200 MeV are roughly 5 and 10, respectively. As a summary, we
draw a schematic picture of the expected feature of neutrino number
spectrum around the shock wave in Fig. 2.

To assess the detectability of the high energy neutrinos created
by the neutrino shock acceleration, it is necessary to consider the
acceleration time-scale and the escape probability of the neutrinos
from the system. To estimate the time-scale, we first take a look at
the optical depth (τ s),

τs(t, E) =
∫ ∞

rsh(t)
drσ (E)n(t, r), (3)

≈ 1
( rsh

100 km

)−3.4
(

E

50 MeV

)α

, (4)

where σ is the cross-section of neutrino-nucleus scattering and
we assume that neutrinos are scattered by iron via neutral-current
reactions. Here we use the number density of nucleons in post-shock
region, r ≤ rsh, and nuclei in pre-shock region, r > rsh, described by
equation (56) in Appendix. The time evolution of the shock radius is

2But see Appendix for a discussion regarding the effect of light nuclei.
3We note that the nucleus–neutrino inelastic scattering in the upstream and
the electron scattering in the downstream should be taken into account
for more quantitative arguments; indeed they reduce the efficiency of the
shock acceleration. However, this effect does not change significantly our
discussion. We will discuss these effect in Section 3 for more details.
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Figure 1. Schematic picture of the neutrino shock acceleration in CCSN.
Note that the shock acceleration occurs only for νµ, ντ , and their antipartners
(see the text for more details). Those neutrinos are emitted at the energy sphere
(which is almost identical to the neutrino sphere and located at ∼30 km) with a
thermal spectrum. During the flight in the post-shock flows, they go through
multiple-scatterings, which influences on the thermal spectrum, although
the spectrum sustains the quasi-thermal feature (see e.g. Suwa 2013; Suwa,
Tahara & Komatsu 2019b; Kato et al. 2020; Wang & Burrows 2020). In
the pre-shock region, the dominant opacity is coherent scatterings with heavy
nuclei, on the other hand. Some neutrinos are back scattered by them and then
cross the shock wave. In the post-shock flows, neutrinos have scatterings with
nucleons again. Some fractions of neutrinos escape from the post-shock flows
after repeating the same process (see equation 5 for the condition) during
which neutrinos gain the energy from the shock wave and create the non-
thermal spectrum. The reachable maximum energy is ∼100 and ∼200 MeV
for νµ, ντ , respectively. See the text for more details.

shock crossing is roughly
〈

#E

E

〉
≈

|vu − vd |
c

, (1)

where c is the speed of light and the symbol of 〈〉 denotes the
average. The acceleration stops when the energy loss on each
scattering becomes comparable to the gained energy (equation 1)
or the accelerated particle is absorbed by matter. For electron-type
neutrinos (νe) and their antipartners (ν̄e), no shock accelerations
occur in practice, since their shock acceleration is hampered by the
reactions of νe + n → e− + p and ν̄e + p → e+ + n. The cross-
section for these reactions increases with energy, implying that the
accelerated neutrinos for νe and ν̄e would be immediately absorbed.

For νµ and ντ , on the other hand, the situation is very different
from that of the electron-type (see also Fig. 1), since their charged
current reactions are absent at least up to ∼100 MeV neutrinos.1 Let
us first estimate the upper limit of neutrino energy (Emax) without
absorption processes. This is mainly determined by the balance
between the energy loss of scatterings and the energy gain by the
shock acceleration (equation 1) , i.e.

|vu − vd |
c

∼ Emax

M
, (2)

where M is the mass of the scattering particle, i.e. nucleons and
nucleus in the downstream and upstream, respectively. Since nucle-

1Strictly speaking, weak processes such as neutrino pair annihilations and
the inverse process of nucleon–nucleon bremsstrahlung work similar as
neutrino absorptions by matter. However, those reactions are negligible for
the considered situation.

Figure 2. Schematic picture of expected spectra for all flavours of neutrinos
(at a CCSN source) when the neutrino shock acceleration occurs.

ons have the lighter mass, 1 GeV, the shock acceleration is limited
by the nucleon recoil effect in the downstream.2 Since the fluid-
velocity difference between up- and downstream at the shock wave
is ≈0.2c, we obtain Emax ∼ 200 MeV.3 This is smaller than the mass
of tau (∼1 GeV), indicating that ντ can be in principle accelerated
up to ∼200 MeV. On the other hand, the νµ acceleration stops before
reaching ∼200 MeV, since the νµ absorption via charged-current
reactions, e.g. νµ + n → p + µ− and ν̄µ + p → n + µ+, emerge
above ∼100 MeV. νµ are mainly absorbed by nucleons and nuclei in
the down- and upstream, respectively, meanwhile muons produced in
these processes decay immediately and emit νµ at the lower energy
('100 MeV). Consequently, the spectrum of νµ is expected to have
a sharp cut off around 100 MeV. This fact suggests that the energy
spectrum is remarkably different between νµ and ντ in the energy
range of 100 MeV ! E ! 200 MeV, which provides a precious
environment to study the neutrino oscillation in CCSN (see Section 4
for more details). Note that the numbers of shock crossings for which
a seed neutrino with an energy of 50 MeV is accelerated to 100 and
200 MeV are roughly 5 and 10, respectively. As a summary, we
draw a schematic picture of the expected feature of neutrino number
spectrum around the shock wave in Fig. 2.

To assess the detectability of the high energy neutrinos created
by the neutrino shock acceleration, it is necessary to consider the
acceleration time-scale and the escape probability of the neutrinos
from the system. To estimate the time-scale, we first take a look at
the optical depth (τ s),

τs(t, E) =
∫ ∞

rsh(t)
drσ (E)n(t, r), (3)

≈ 1
( rsh

100 km

)−3.4
(

E

50 MeV

)α

, (4)

where σ is the cross-section of neutrino-nucleus scattering and
we assume that neutrinos are scattered by iron via neutral-current
reactions. Here we use the number density of nucleons in post-shock
region, r ≤ rsh, and nuclei in pre-shock region, r > rsh, described by
equation (56) in Appendix. The time evolution of the shock radius is

2But see Appendix for a discussion regarding the effect of light nuclei.
3We note that the nucleus–neutrino inelastic scattering in the upstream and
the electron scattering in the downstream should be taken into account
for more quantitative arguments; indeed they reduce the efficiency of the
shock acceleration. However, this effect does not change significantly our
discussion. We will discuss these effect in Section 3 for more details.
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Figure 5. Emergent spectra of νµ and ντ at 10–30 ms after the bounce,
obtained by our Monte Carlo simulations. For comparison, we display a νµ

spectrum at 40–70 ms after the bounce, a thermal spectrum of zero chemical
potential with T = 5.2 MeV, and a function given by equation (14). with
Q = 10 MeV.

injection time of each particle is chosen from a certain time window
after the bounce with a uniform distribution, corresponding to a
constant neutrino luminosity. We stop following each Monte Carlo
particle when it reaches either the inner boundary r = 30 km or the
outer boundary r = 700 km. The particles reach the outer radius are
considered to freely escape afterward.

Fig. 5 shows the νµ and ντ spectra 10–30 ms after the bounce. For
comparison, we also show a thermal spectrum of zero chemical
potential with 5.2 MeV, which describes the numerical spectra
around the peak. Both the νµ and ντ spectra significantly exceed
the thermal spectral above ∼ 50 MeV. The νµ spectrum has a sharp
cut off at ∼ 100 MeV because the cross-section of muon creation
sharply rises.8 The magnitudes of the non-thermal tail relative to
the flux expected from the thermal distribution around 80 MeV
are approximately (8,8,13,5,3) at t = (15, 20, 25, 30, 35) ms post-
bounce. As we discussed in the previous section, the effect of the
neutrino acceleration to the observed spectra is the most significant
around 25 ms post-bounce corresponding to τ ∼ c/vu at ∼ 100 MeV.
Fig. 6 shows the emergent ντ spectra at different escape times, tesc,
at 150 km, where we inject all neutrinos at t = 10 ms. The low-
energy neutrinos escape quickly, implying that these neutrinos do
not experience any scatterings. On the contrary, the neutrinos in
the high-energy tail escapes at ! 2.5 ms, which agrees with our
estimation discussed in the previous section.

We also study the case of failed CCSN, in which we assume that
a shock wave stays at 80 km. The velocity of the upstream at 80 km
is set to be 0.2c and the density at the shock front is characterized
by the mass accretion rate, Ṁ . The radial profile of the former is
assumed to be proportional to r−0.5 and the latter is determined from
Ṁ = constant. Unlike the CCSN model, the density and velocity
profiles of the failed CCSN model are assumed to be stationary.
Fig. 7 shows the ντ spectra in the case of failed CCSN. The emerging
spectrum depends on the mass accretion rate. Roughly speaking, the
neutrino shock acceleration occurs when (Ṁ/1M#/s)(80 km/rsh) !
1 is satisfied.

We note that neutrinos gain the energy due to the converging flow
in the upstream, which potentially contribute to the non-thermal

8We observe the cut off in the νµ spectrum in Fig. 5 slightly less than the muon
restmass because νµ in the lab frame is blue shifted in the fluid rest-frame in
the upstream.

Figure 6. Emergent spectra of ντ at different arrival times for the early post-
bounce phase of a CCSN. Here we inject neutrinos at t = 10 ms after the
bounce and observe the emergent neutrino spectra at a radius of 150 km.

Figure 7. Same as Fig. 5 but for the late post-bounce phase in failed CCSN
with different mass accretion rates Ṁ .

spectra (Blandford & Payne 1981; Suwa 2013). This mechanism
works, however, only in the case that the shock is located deep
inside the scattering atmosphere, $ 100 km. On the other hand, most
of accelerated neutrinos advect inwards in such a case, indicating
that they give less impact on observable neutrinos. To assess this
argument, we analyse the relation between number of returns to the
downstream and neutrino energies in the case of the failed CCSN
with 2M# s−1; the result is shown in Fig. 8. The positive correlation
between these two quantities can be clearly seen in the figure. We,
thus, conclude that the (observable) non-thermal neutrinos which we
found in our Monte Carlo simulations are primary created by shock
acceleration, which is consistent with our analytic discussion made
in Section 2.

4 D ETECTA BILITY

We assess the detectability of the high energy neutrinos in some
representative terrestrial neutrino detectors. We first describe basic
assumptions for computing the event counts on each detector in
Section 4.1. We then present the results for the early post-bounce
phase in Section 4.2. The similar estimation but for the later phase
in the case with failed CCSN is presented in Section 4.3. Finally,
we discuss a possibility of muon productions in these detectors in
Section 4.4.
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Non-thermal neutrinos is produced 
through Fermi acceleration.

This leads to an interesting observational 
consequence in CCSN neutrinos.

(See also Kazanas and Ellison 1981,  Giovanoni et al. 1989)
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Cumulative number of neutrino events at each detector

Non-thermal neutrinos in CCSN 7
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How can we get rid of the uncertainty of neutrino flavor conversion in 
neutrino signal?

Neutrino flavor conversion in CCSN core seems to be more complex than 
what we have considered so far, due to collective neutrino oscillations.
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Neutrino oscillations induced by self-interactions

Sea of neutrinos

96 H. Nagakura and K. Hotokezaka

Figure 9. Neutrino spectra at the CCSN source modelled by our analytic formula (equation 12). The left-hand and right-hand panel correspond to νµ and ντ ,
respectively. The parameters are chosen so as to reproduce our Monte Carlo simulations for the early post-bounce phase (see the text for more details). The
solid lines represent the sum of thermal- and non-thermal component of neutrino spectrum. The dashed lines denote those of the thermal component. For νµ,
the spectrum is cut at the energy of muon rest mass (106 MeV) where we draw a thin vertical line in the left-hand panel.

post-bounce phase. Fig. 10 portrays the resultant spectrum of heavy
leptonic neutrinos for the late post-bounce phase in failed CCSN.

We must mention several caveats regarding our choice of the
parameters. Although the choice was made based on the emergent
spectra obtained by our Monte Carlo simulations, there remain sev-
eral uncertainties, indicating that the sensitivity of the detectability
to the parameters needs to be investigated. As we shall show below,
however, that there also remain large uncertainties in neutrino cross-
sections with detector materials, which prevents the quantitative
arguments; hence, our discussions are restricted to a qualitative level.
We postpone the detailed study of parameter dependence in future
until we remove or at least reduce the major uncertainties for the
estimation.

4.1.2 Neutrino oscillation

As we have described in Section 2, the neutrino shock acceleration
breaks the degeneracy of νµ and ντ in the energy of E > Mu, implying
that the treatment of three flavour of neutrinos is indispensable.
Three different flavours of neutrinos change into each other during
flight due to neutrino oscillation, which should be taken into account
to consider the event count in terrestrial detectors. In this paper,
we adopt a simple oscillation model but frequently used in the
literature: adiabatic Mikheyev–Smirnov–Wolfenstein (MSW) model
for normal and inverted mass hierarchies. Below, we describe the
essence of the model.

The CCSN core is the place where the matter potential of the
neutrino oscillation Hamiltonian dominates the vacuum one. The
matter potential is not identical among different flavours; for instance,
charged-current interactions in νe make the matter potential higher
than that for other heavy leptonic neutrinos. We also note that the
radiative corrections in matter reactions depend on the mass of
leptons (Botella, Lim & Marciano 1987), indicating that νµ and
ντ also feel the different matter potential. Although the radiative

correction is much smaller than the charged-current interactions,
the difference plays an important role to distinguish νµ and ντ ,
and in particular, the effect overwhelms the vacuum potential if the
matter density (ρ) becomes higher than ∼107–108 g cm−3 (Botella
et al. 1987; Dighe & Smirnov 2000). We find that the neutrino
shock acceleration occurs at the place where the matter density is
comparable or higher than the threshold; hence, we assume that the
three flavours of neutrinos are pinned at each three different mass
eigenstate in this study.

To see the relation between the flavour- and effective mass
eigenstate of neutrinos in matter, we need to compute the eigenvalues
of the oscillation Hamiltonian. For neutrinos, the Hamiltonian in the
flavour basis can be written as,

H = Hv + Hm, (16)

where

Hv = 1
2E

U




m2

1 0 0
0 m2

2 0
0 0 m2

3



U†, (17)

and

Hm =




Veµ 0 0
0 0 0
0 0 Vτµ



. (18)

In the expressions, mi (i = 1, 2, 3) denotes the three independent mass
of neutrinos. U represents the Pontecorvo–Maki–Nakagawa–Sakata
(PMNS) matrix,10

U = U23U13U12, (19)

10We ignore the two Majorana phases in the PMNS matrix, since they do not
affect neutrino oscillations (Bilenky, Hošek & Petcov 1980; Langacker et al.
1987).
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Figure 9. Neutrino spectra at the CCSN source modelled by our analytic formula (equation 12). The left-hand and right-hand panel correspond to νµ and ντ ,
respectively. The parameters are chosen so as to reproduce our Monte Carlo simulations for the early post-bounce phase (see the text for more details). The
solid lines represent the sum of thermal- and non-thermal component of neutrino spectrum. The dashed lines denote those of the thermal component. For νµ,
the spectrum is cut at the energy of muon rest mass (106 MeV) where we draw a thin vertical line in the left-hand panel.

post-bounce phase. Fig. 10 portrays the resultant spectrum of heavy
leptonic neutrinos for the late post-bounce phase in failed CCSN.

We must mention several caveats regarding our choice of the
parameters. Although the choice was made based on the emergent
spectra obtained by our Monte Carlo simulations, there remain sev-
eral uncertainties, indicating that the sensitivity of the detectability
to the parameters needs to be investigated. As we shall show below,
however, that there also remain large uncertainties in neutrino cross-
sections with detector materials, which prevents the quantitative
arguments; hence, our discussions are restricted to a qualitative level.
We postpone the detailed study of parameter dependence in future
until we remove or at least reduce the major uncertainties for the
estimation.

4.1.2 Neutrino oscillation

As we have described in Section 2, the neutrino shock acceleration
breaks the degeneracy of νµ and ντ in the energy of E > Mu, implying
that the treatment of three flavour of neutrinos is indispensable.
Three different flavours of neutrinos change into each other during
flight due to neutrino oscillation, which should be taken into account
to consider the event count in terrestrial detectors. In this paper,
we adopt a simple oscillation model but frequently used in the
literature: adiabatic Mikheyev–Smirnov–Wolfenstein (MSW) model
for normal and inverted mass hierarchies. Below, we describe the
essence of the model.

The CCSN core is the place where the matter potential of the
neutrino oscillation Hamiltonian dominates the vacuum one. The
matter potential is not identical among different flavours; for instance,
charged-current interactions in νe make the matter potential higher
than that for other heavy leptonic neutrinos. We also note that the
radiative corrections in matter reactions depend on the mass of
leptons (Botella, Lim & Marciano 1987), indicating that νµ and
ντ also feel the different matter potential. Although the radiative

correction is much smaller than the charged-current interactions,
the difference plays an important role to distinguish νµ and ντ ,
and in particular, the effect overwhelms the vacuum potential if the
matter density (ρ) becomes higher than ∼107–108 g cm−3 (Botella
et al. 1987; Dighe & Smirnov 2000). We find that the neutrino
shock acceleration occurs at the place where the matter density is
comparable or higher than the threshold; hence, we assume that the
three flavours of neutrinos are pinned at each three different mass
eigenstate in this study.

To see the relation between the flavour- and effective mass
eigenstate of neutrinos in matter, we need to compute the eigenvalues
of the oscillation Hamiltonian. For neutrinos, the Hamiltonian in the
flavour basis can be written as,

H = Hv + Hm, (16)

where

Hv = 1
2E

U




m2

1 0 0
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2 0
0 0 m2

3



U†, (17)

and

Hm =




Veµ 0 0
0 0 0
0 0 Vτµ



. (18)

In the expressions, mi (i = 1, 2, 3) denotes the three independent mass
of neutrinos. U represents the Pontecorvo–Maki–Nakagawa–Sakata
(PMNS) matrix,10

U = U23U13U12, (19)

10We ignore the two Majorana phases in the PMNS matrix, since they do not
affect neutrino oscillations (Bilenky, Hošek & Petcov 1980; Langacker et al.
1987).
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Refraction 
by self-interactions

1. Refractions by self-interactions induce neutrino flavor conversions, which is analogy 
to matter effects (e.g., MSW resonance).

2. The oscillation timescale is much shorter than the global scale of CCSN/BNSM. 

3. Collective neutrino oscillation induced by neutrino-self interactions commonly 
occurs in CCSNe and BNSM environments.

Pantalone 1992, Duan et al. 2006
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Collective neutrino oscillations ubiquitously 
occur in CCSN core

Nagakura et al. 2021
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FIG. 4. Space-time diagram for appearance of ELN crossings. The bold red line portrays a time
trajectory for the shock wave in exploding models. The thin and dashed line represents the counterpart
of shock trajectory for non-exploding models. The color code for enclosed regions distinguishes types
of ELN crossing. The green, blue, and brown color denote Type I, Type II, and any type of crossings,
respectively. In each region, we provide some representative characteristics of ELN-crossings. The
remark ”Exp-only” denotes that the ELN-crossing appears only in exploding models. See text for
more detail.

anism for these is di↵erent. In Sec. III B, we conduct an
in-depth analysis of their physical origin.

We provide a schematic space-time diagram of ELN
crossings in Fig. 4. This figure summarizes the over-
all trends of crossings observed in our CCSN models.
We note that crossings relevant to PNS convection and
the pre-shock region drawn in Fig. 4 are not included in
Fig. 3. There is a technical reason why we do not include
the case with PNS convection in Fig. 3. This issue will be
discussed later. To facilitate the readers’ understanding,
the color in Fig. 4 distinguishes types of ELN-crossings.
Below, we turn our attention to the physical origin of
ELN crossing generation.

B. Generation mechanism of ELN crossings

1. Type-II crossings at early post-bounce phase

Let us start by analyzing the Type-II crossings that
appear at the early post-bounce phase (⇠ 100 ms) in all
CCSN models (see the top left panel in Fig. 3). We first
present the result from the 12 solar mass model as a rep-
resentative case. The progenitor-dependence is discussed
later. In Fig. 5, we show Mollweide projections of the
ELN crossing and some important quantities at 130 km
for the 12 solar mass model case. We find that the Type
II crossing has a rather scattered distribution (see the

top left panel). To see the trend more quantitatively, we
show �Gout in the left middle panel in Fig. 5, which cor-
responds to the ELN at µ = 1. Here �Gout and �Gin

are defined as follows. The energy-integrated number of
neutrinos at µ = 1 and �1 are written as

Gout =

Z
d(

"3

3
)fout("),

Gin =

Z
d(

"3

3
)fin("),

(2)

respectively, where " denotes the neutrino energy in units
of MeV. We stress that both fout and fin in Eq. 2 are the
basic output of our angular reconstruction computation
complemented by the ray-tracing method (see Sec. II B).
Here �G is the di↵erence of the ⌫e and ⌫̄e G values:

�G = G⌫e �G⌫̄e , (3)

where we omit the subscript ”out” or ”in” in Eq. 3. As
shown in Fig. 5, we find that ⌫̄e dominates over ⌫e in
some regions (blue-colored area), and these regions are
in one-to-one correspondence to the regions of Type-II
crossings. The one-to-one correspondence is attributed
to the fact that ⌫e always overwhelms ⌫̄e in µ = �1
(incoming) direction.
We find some interesting correlations between the

Type-II crossings and other physical quantities. These
correlations provide useful insight for studying the phys-
ical origin of the crossings. To quantify the correlations,
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FIG. 2. Radial profiles of three key quantities. Left: gain energy from neutrinos. Each color corresponds to a di↵erent model.
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potentially hinders the delayed neutrino-heating mecha-
nism. It may be, however, premature to conclude that
FFCs play negative roles on explosions. As shown in
the same figure, neutrino cooling in optically thick re-
gion is higher in M3F than NFC. Indeed, we find that
the total energy flux of neutrinos at the outer boundary
is increased by ⇠ 33%. This leads to higher matter tem-
perature due to an e�cient contraction of PNS and then
the average energy of neutrinos would also be increased,
that would facilitate neutrino absorptions in the gain re-
gion. This suggests that feedback from neutrino-matter
interactions to fluid dynamics needs to be included to de-
termine whether FFC has a positive or negative role on
driving explosion. The detailed investigation on this is-
sue requires radiation-hydrodynamic simulations, which
is beyond the scope of this paper and will be addressed
in future work.

It is worthy of note that the average energy of electron-
type neutrinos (⌫e) and their antipartners (⌫̄e) in M3F
become higher than the case with NFC (see middle panel
in Fig. 2). This is attributed to the fact that some heavy-
leptonic neutrinos (⌫x), having the highest energy among
flavors, convert to ⌫e and ⌫̄e. On the other hand, energy
fluxes of ⌫e and ⌫̄e become lower (see the right panel of
Fig. 2), which is also due to lower energy flux of ⌫x in
NFC. These two e↵ects compete with each other regard-
ing neutrino heating, and the latter e↵ect dominates over
the former. We also find that the energy flux of ⌫x(ave),
averaging over ⌫x and ⌫̄x, are substantially increased in
M3F, whereas their average energy becomes lower than
the case with NFC. This trend is qualitatively in line with
results of radiation-hydrodynamic simulations of binary
neutron star merger remnant [24, 25].

We make remarks on model-dependent features on
neutrino heating. First, the impact of FFC in M2F is
less remarkable than M3F (see in the left panel of Fig. 2);
the net gain energy is ⇠ 16% lower than the case with
NFC. This indicates that ⌫e- and ⌫̄e conversions to heavy-
leptonic neutrinos are mild compared to the three fla-
vor framework, which is consistent with the di↵erence of

flavor equipartition between these frameworks. Our re-
sult exhibits the importance of three flavor framework to
quantify the actual impact of FFCs on CCSNe. Next, we
find that M3FGR has essentially the same result as M3F,
suggesting that GR e↵ects are subdominant. Quanti-
tatively speaking, however, we find neutrino cooling in
the semi-transparent region (⇠ 50km) is suppressed in
M3FGR. The lower neutrino cooling exhibits that the
number (or energy) density of ⌫e and ⌫̄e is higher than
those in the case with NFC, since the increase of neu-
trino population leads to larger blocking factor for neu-
trino emission and also higher neutrino absorption there.
The increase of neutrino number is a natural outcome
of redshift e↵ect, since the average-energy of neutrinos
becomes lower, resulting in the larger neutrino di↵usion
due to the lower opacity. Finally, we confirm that M3FH
model, which has the highest resolution with the modest
⇠, shows the essentially identical result to M3F.

In Fig. 3, we show energy-integrated angular distribu-
tions (top) and angular-integrated energy spectra (bot-
tom) for each flavor of neutrinos. Here, we again focus on
the result of M3F to discuss key rolls of FFCs in chang-
ing neutrino distributions in momentum space. The left
panels exhibit that FFC can change both angular dis-
tribution and energy spectrum of neutrinos in optically
thick region. One thing we do notice here is that an
ELN crossing appears at cos ✓⌫ ⇠ 0 in NFC, which guar-
antees that FFC occurs in M3F. The flavor conversion
is vigorous at cos ✓⌫ ⇠ 1, and the flavor equipartition
is nearly achieved in the same angular direction. ⌫̄e is
reduced more substantially than ⌫e, which seems to be
due to larger population of ⌫̄e than ⌫e in this direction.
For incoming neutrinos (cos ✓⌫ < 0), the conversion be-
comes ine�cient, but it is still noticeable for ⌫x(ave). The
substantial change of ⌫x(ave) can also be seen in the en-
ergy spectrum, whose feature is strongly dependent on
energy. In the high energy region (>⇠ 40MeV), ⌫x(ave) in
M3F is remarkably lower than NFC, whereas the di↵er-
ence between NFC and M3F is subtle for ⌫e and ⌫̄e. This
result exhibits that FFC o↵ers a new channel to absorb
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Figure 10. Same as Fig. 8, but as a function of the total neutrino energy (TONE).

TONE. Note that the TONE monotonically increases with
time; thus, the map between time and TONE is monotonic
for each model. For neutrino oscillation models, we find that
TONE is less sensitive to progenitor. We also find that the
uncertainty due to the progenitor dependence is comparable
to that of the angular dependence (shaded region), i.e., the
error is within a few tens of percent. Hence, we conclude
that the correlation is nearly universal (with little progeni-
tor dependence). We emphasize that such universality is not
trivial, since the reaction channels used in this study are
not sensitive to heavy lepton neutrinos at the Earth. Nev-
ertheless, our result suggests that the cumulative number of
events in each reaction channel is universally correlated with
the TONE.

As shown in Fig. 10, the progenitor dependence of the

correlation is weaker for neutrino oscillation models vis à vis
the no-oscillation models. One of the reasons is that the to-
tal radiated energy of the four heavy lepton neutrinos (νµ,
ντ and their anti-partners) constitutes the dominant contri-
bution to the TONE, although the individual contributions
are smaller than for the νe and ν̄e neutrinos12. This fact
indicates that νx neutrinos at the source contain the most
important information concerning the radiated total energy.
For no-oscillation models, however, the observed data in the
major reaction channels for each detector do not reflect νx
neutrino properties at all, and as a result they tend to be
less sensitive to the total energy. It should be mentioned

12 This is mainly due to the absence of charged-current reactions
for heavy lepton neutrinos in supernova matter.
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Figure 10. Same as Fig. 8, but as a function of the total neutrino energy (TONE).

TONE. Note that the TONE monotonically increases with
time; thus, the map between time and TONE is monotonic
for each model. For neutrino oscillation models, we find that
TONE is less sensitive to progenitor. We also find that the
uncertainty due to the progenitor dependence is comparable
to that of the angular dependence (shaded region), i.e., the
error is within a few tens of percent. Hence, we conclude
that the correlation is nearly universal (with little progeni-
tor dependence). We emphasize that such universality is not
trivial, since the reaction channels used in this study are
not sensitive to heavy lepton neutrinos at the Earth. Nev-
ertheless, our result suggests that the cumulative number of
events in each reaction channel is universally correlated with
the TONE.

As shown in Fig. 10, the progenitor dependence of the

correlation is weaker for neutrino oscillation models vis à vis
the no-oscillation models. One of the reasons is that the to-
tal radiated energy of the four heavy lepton neutrinos (νµ,
ντ and their anti-partners) constitutes the dominant contri-
bution to the TONE, although the individual contributions
are smaller than for the νe and ν̄e neutrinos12. This fact
indicates that νx neutrinos at the source contain the most
important information concerning the radiated total energy.
For no-oscillation models, however, the observed data in the
major reaction channels for each detector do not reflect νx
neutrino properties at all, and as a result they tend to be
less sensitive to the total energy. It should be mentioned

12 This is mainly due to the absence of charged-current reactions
for heavy lepton neutrinos in supernova matter.
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Figure 10. Same as Fig. 8, but as a function of the total neutrino energy (TONE).

TONE. Note that the TONE monotonically increases with
time; thus, the map between time and TONE is monotonic
for each model. For neutrino oscillation models, we find that
TONE is less sensitive to progenitor. We also find that the
uncertainty due to the progenitor dependence is comparable
to that of the angular dependence (shaded region), i.e., the
error is within a few tens of percent. Hence, we conclude
that the correlation is nearly universal (with little progeni-
tor dependence). We emphasize that such universality is not
trivial, since the reaction channels used in this study are
not sensitive to heavy lepton neutrinos at the Earth. Nev-
ertheless, our result suggests that the cumulative number of
events in each reaction channel is universally correlated with
the TONE.

As shown in Fig. 10, the progenitor dependence of the

correlation is weaker for neutrino oscillation models vis à vis
the no-oscillation models. One of the reasons is that the to-
tal radiated energy of the four heavy lepton neutrinos (νµ,
ντ and their anti-partners) constitutes the dominant contri-
bution to the TONE, although the individual contributions
are smaller than for the νe and ν̄e neutrinos12. This fact
indicates that νx neutrinos at the source contain the most
important information concerning the radiated total energy.
For no-oscillation models, however, the observed data in the
major reaction channels for each detector do not reflect νx
neutrino properties at all, and as a result they tend to be
less sensitive to the total energy. It should be mentioned

12 This is mainly due to the absence of charged-current reactions
for heavy lepton neutrinos in supernova matter.
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Irradiated GW energy vs. PNS mass

Proto neutron star (PNS) mass is a key ingredient 
to characterize GW and neutrino signal

Estimation of PNS structure from CCSN neutrinos 5

Table 1. Fitting coe�cients for the time evolution of TONE along the constant PNS mass. See Eq. 1 for definition of coe�cients.

PNS baryon-mass [M�] a0 a1 a2 a3 a4 a5 a6 a7

1.2 0.5333 13.93 -16.66 14.34 -7.168 2.039 -0.3076 1.909⇥ 10�2

1.3 0.5566 16.10 -18.10 15.13 -7.471 2.117 -0.3193 1.982⇥ 10�2

1.4 0.5831 18.34 -19.70 16.04 -7.850 2.220 -0.3348 2.080⇥ 10�2

1.5 0.6135 20.66 -21.43 17.11 -8.318 2.351 -0.3548 2.207⇥ 10�2

1.6 0.6486 23.06 -23.30 18.34 -8.888 2.513 -0.3800 2.367⇥ 10�2

1.7 0.6893 25.55 -25.35 19.78 -9.578 2.714 -0.4113 2.567⇥ 10�2

1.8 0.7371 28.15 -27.59 21.47 -10.41 2.959 -0.4496 2.813⇥ 10�2

1.9 0.7937 30.87 -30.06 23.43 -11.41 3.256 -0.4964 3.113⇥ 10�2

2.0 0.8619 33.72 -32.82 25.74 -12.61 3.615 -0.5530 3.477⇥ 10�2

2.1 0.9456 36.72 -35.90 28.47 -14.06 4.048 -0.6212 3.916⇥ 10�2

2.2 10.508 39.89 -39.38 31.69 -15.78 4.567 -0.7031 4.443⇥ 10�2

Table 2. Fitting coe�cients for the time evolution of PNS radius along the constant PNS mass. See Eq. 2 for definition of coe�cients.

PNS baryon-mass [M�] b0 b1 b2 b3 b4 b5 b6 b7

1.2 2.097 -3.545 4.855 -3.982 1.931 -0.5429 8.163⇥ 10�2 �5.062⇥ 10�3

1.3 2.140 -3.689 5.146 -4.302 2.120 -0.6042 9.178⇥ 10�2 �5.738⇥ 10�3

1.4 2.182 -3.826 5.422 -4.607 2.302 -0.6629 0.1015 �6.387⇥ 10�3

1.5 2.223 -3.957 5.686 -4.899 2.477 -0.7193 0.1109 �7.012⇥ 10�3

1.6 2.262 -4.082 5.938 -5.179 2.644 -0.7735 0.1199 �7.613⇥ 10�3

1.7 2.299 -4.201 6.178 -5.448 2.805 -0.8258 0.1286 �8.193⇥ 10�3

1.8 2.336 -4.314 6.409 -5.707 2.960 -0.8762 0.1369 �8.754⇥ 10�3

1.9 2.371 -4.424 6.630 -5.955 3.110 -0.9249 0.1450 �9.296⇥ 10�3

2.0 2.406 -4.528 6.842 -6.195 3.255 -0.9720 0.1529 �9.821⇥ 10�3

2.1 2.439 -4.629 7.047 -6.427 3.395 -1.0177 0.1605 �1.033⇥ 10�2

2.2 2.472 -4.725 7.244 -6.650 3.531 -1.0619 0.1679 �1.082⇥ 10�2
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Figure 4. TONE as a function of time along a constant PNS baryon-
mass: 1.2, 1.4, 1.6, 1.8, 2.0, and 2.2M�. The fitting function of each
line is summarized in Table 1.

consider cases for representative terrestrial neutrino obser-
vatories: SK (HK), DUNE, JUNO, and IceCube; and their
detector volume is assumed to be 32.5(220) ktons, 40 ktons,
20 ktons, and 3.5 Mtons, respectively. For simplicity, we only
consider the major reaction channel at each detector: IBD-p
for SK, HK, and IceCube; the charged-current reaction with
argon for DUNE. For neutrino oscillation models, we adopt
adiabatic Mikheyev-Smirnov-Wolfenstein (MSW) model for
both normal- and inverted mass hierarchy. The uncertainty
of neutrino oscillation model will be discussed in Sec. 6. In
this study, we do not take into account Poisson noise, whereas

the smearing e↵ects in detector response that are equipped
with SNOwGLoBES are included.

As described in previous sections, we use the time-
dependent cumulative number of neutrino events (NCum) at
each detector. Under the adiabatic MSW neutrino oscillation
model, we can estimate TONE (E52) from NCum as (see also
Eqs. 23-30 in Nagakura et al. (2021c)),
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NCum =
�
220E52 + 5E2

52 � 0.074E3
52 + 0.0003E4
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�

✓
V
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◆✓
d
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◆�2

, (3)
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52 + 0.04E4
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d
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, (6)

in the normal mass hierarchy; V denotes the detector volume.
In the case with the inverted mass hierarchy, the functions
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Irradiated neutrino energy versus time
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Multi-D CCSN simulations can offer successful explosion models without 
artifices.

Based on these simulations, we can consider what physical ingredients can be 
extracted from observable signals.

Joint analysis of GWs and neutrinos can tell us about proto-neutron star 
evolution and place a constraint on neutrino oscillations in CCSNe.

We are now extending our correlation study to include EM waves (stay 
tuned!).

Information on complex physical processes inside CCSNe is imprinted in 
temporal variations and non-thermal spectra of neutrinos.

Summary:


