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Earth Skimming Tau-Neutrino Detection

● Background free (cosmic rays blocked by mountain)

● Mountain provides huge target mass 

● Clear identification of tau-neutrinos

● Up to highest energies where whole Earth opaque

CC interaction

τ decays
Cerenkov light 

shower
Ashra
Detector



Detector Unit Layout and Image Pipeline 

= MCP + phosphor screen 

● Modified Baker-Nunn-Camera Optics 

● 20” Photoelectric Lens Imaging Tube (largest image intensifier 
worldwide)

=> 42 deg FOV and 1.2 arc-minute resolution

Optical Flash
Neutrino &
Cosmic Ray



Observation History and Future
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GRB Neutrino Limit 

● GRB behind Mauna Kea 
occurred 2008 during 
commissioning phase

● Unique τ-neutrino limit 

ApJ, 736 (2011) L12



Optical Flash Search

● Non triggered images from 
High & Low Elevation DUs 
every few seconds  

● Looking for appearing light 
sources (minus cars, aircraft, 
but also studying meteoroids)

● Unique limits before trigger from 10 GRBs in FOV of Ashra-1



Cosmic Ray Studies

● Important to verify detector sensitivity

● Measure energy spectrum (hint on composition)

● Test MC by event comparison  

CR energy spectrum from 
commissioning observation



Observation Schedule

● Background from moonlight => schedule determined by 
moon phases (and dusk / dawn of course)

● Nightly shift of 1h to 10h length 

● ~20% of time observation possible

● Daily Schedule and Duties:

– prepare detector and start observation
– manage trigger thresholds 
– take action in case of car, rain, army activity etc.
– keep eye on data-taking, copy data at end of shift 

•



Observation Statistics

• moon
• daylight

• rain
• army activity
• passing cars

 
• power cut
• hardware failure
• operator error

no:

2006.49 hours possible from light conditions
1862.95 hours of data taken with LE DU
1874.40 hours of data taken with HE DU
> 97% good condition fraction 
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Improvements to Observation Procedure

● Partial Automatisation with Run 
Control Program controlling Front 
end PCs

● Remote (from control room at site) 
operation of all devices for setting 
trigger thresholds etc.

● Remote control of power for trigger 
system devices by USB-controlled 
power taps and PCs with WOL

=> less work load 



Run Control Interface

● Replaces / complements 
terminals for direct 
control at front end PCs

● creates daily schedule

● guides through 
preparation and 
observation

● reports to e-log on 
google chat

Overview of 
today's runs

Observation schedule 
- time window for each action
- completion logged on google-chat



Front-End PC and Network Monitor

FE-PC connected 
to RC-PC by 
socket exchange
protocol 

Lost Connection
PC off / no ping
Data exchange
in progress
Sending back 
Ping but not 
connected

Alert if disk full

Control 
Panel



Detector Status Overview

Detector Status Summary
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Detector Status Overview

Information collected => situation analysed by RC program

LE
OPF

HE
OPF

LE
Cneu

Data Quality Check



Alert

● If bad situation detected (e.g. rain starting), an alert notice with 
sound and actions to be taken are shown to the operator 

● Check if decision right in preparation for automatic operation

● Help for inexperienced operator

● Log actions by confirming completion



Example of Automatic Slow Control: 
Vehicle Monitor

● Fast reaction required if car 
approaches (~ 20s)

● Headlights cause image 
intensifiers to hang up

● First test of automatic 
command execution

● Improved algorithm for car 
detection using mask and 
focusing on detection of 
bright objects only => earlier 
detection and less false 
alerts due to moving clouds

Vehicle Monitor
Detects Car

Run Control 
checks if HV on 

and Shutter open,
displays alert,

sends command 

FE PC
shuts down HV



Summary

● Wide physics case

– Earth skimming tau-neutrino detection

– Optical Flash

– Cosmic Ray Studies

● Efficient observation effort to take physics data

– > 97% good conditions

– > 95% observation efficency

● Run Control for partially automatic operation

– creates and displays daily schedule, reports to e-log

– detector and environment monitored with alert for bad condition

– direct control of slow control systems  
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