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ABSTRACTあまりこだわりすぎてもよくないが、拠り所としてノートをつくっておく。また、色々論文読んだ際の重要箇所などはもう研究ノートではなくここにまとめていくことにしよう。
1 CLASSICAL PICTURE

Rees (1988); Phinney (1989)の描像を整理しておく。最も簡単な場合を扱うので必要になれば今後 updateしていけばよい。D2の APゼミのノートを参考にしており、これはLodato & Rossi
(2011)に依るところが大きい。
[潮汐破壊] 質量M⋆、半径 R⋆ の恒星が放物線軌道で質量M•の SMBHに近づく場合を考える。この恒星が潮汐破壊されるためには、SMBHが及ぼす潮汐力が恒星の自己重力に打ち勝つ必要がある:
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>
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⋆

, (1)
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R < RT ≡ R⋆

(
M•

M⋆

)1/3

≃ 6.96× 1012 cmR⋆,0M
−1/3
⋆,0 M1/3

•,6 ,

(2)

が条件となる。ここで RT で潮汐半径を定義した。一方で恒星が BHに吸い込まれないために RT > Rs が課されることから、
BH質量に上限
M• < 1.12× 108 M⊙ R3/2

⋆,0 M
−1/2
⋆,0 , (3)

がつく。ここでは Schwarzschild 半径と比較したが、ISCO などと比較しても同程度の条件が得られる。以下では簡単のため、放物線の pericenterが潮汐半径と一致する場合を論ずる。
[デブリの振る舞い] 潮汐破壊後のデブリの振る舞いを考える。デブリの運動は個々の粒子として ballistic に扱える (なぜ？おそらく重力が圧力勾配よりも大きいんだが、確認していない)。破壊前のデブリはエネルギーが 0としてよいが、破壊後のエネルギーは恒星の SMBHに近い部分と遠い部分の重力エネルギーほどの違いがあるので幅として1
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の広がりを持つ。さらに、仮定としてデブリのエネルギー分布は一定とすると
dM
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≃ M⋆/2
∆ε

(5)

と近似できる。破壊後のデブリは各エネルギーに対応したKepler運動を行い、かつ RT に戻ってくる時間は Kepler time t =

1 破壊前は ε = v2/2 − GM•/RT = 0 から破壊後は ∆ε = v2/2 −
GM•/(RT ±R⋆) のエネルギー幅を持って分布すると考えている。

2πGM•/(−2ε)3/2 で与えられるので fallback rateは
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−3/2
⋆,0 M2

⋆,0M
−3/2
•,6 , (9)
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fined by

LEdd =
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respectively. The fallback rate becomes the Eddington one at
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星の構造によってエネルギー分布と fallback rateがどう変わるのか気になる。
[降着円盤] このデブリが再び RT にたどりついたときに降着円盤を形成すると仮定する。デブリの角運動量が保存すると仮定すると円盤の半径は 2RT である。円盤からの放射は標準円盤的だと仮定すると
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R
, (14)
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となる。この温度は fallback rate をそのまま用いているため、観測される光度が L ∼ LEddと矛盾するが、温度の降着率依存性は弱いので結果はあまり変わらない。超臨界降着の場合は photn
trapping効果が重要になるが、この場合の円盤はスリム円盤と呼ばれ (Abramowicz et al. 1988)、例えばStrubbe & Quataert
(2009)などで簡単なモデル化が試みられている。温度は大きな変化はないが、光度はおおよそ Eddington光度から変化しない。しかし、円盤をこの半径につくるために開放すべきエネルギーは
GM•M⋆

2RT
≃ 1.92× 1052 ergR−1

⋆,0M
4/3
⋆,0 M2/3

•,6 , (16)

と莫大であることがわかる。可視光で放射されているエネルギー
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Ṁ ≃ 100ṀEdd
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͋·Γͩ͜ΘΓ͗ͯ͢Α͘ͳ͍͕ɺڌΓॴͱͯ͠ϊʔτΛ͓ͭͬͯ͘͘ɻ

1 CLASSICAL PICTURE
Rees (1988); Phinney (1989)ͷඳ૾Λཧ͓ͯ͘͠ɻ࠷؆୯ͳ
߹Λѻ͏ͷͰඞཁʹͳΕޙࠓ update͍͚ͯ͠Α͍ɻD2
ͷ AP θϛͷϊʔτΛߟࢀʹ͓ͯ͠Γɺ͜ΕLodato & Rossi
(2011)ʹґΔͱ͜Ζ͕େ͖͍ɻ

࣭ྔM∗ɺܘ R∗ͷ߃͕์ઢيಓͰ࣭ྔMBHͷSMBH
ʹۙͮ͘߹Λ͑ߟΔɻ͜ͷ߃͕ைࣚഁյ͞ΕΔͨΊʹɺ
SMBH͕ٴ΅͢ைࣚྗ͕߃ͷࣗݾॏྗʹଧͪউͭඞཁ͕͋Δ:

GMBHR∗
R3 >

GM∗
R2∗
, (1)

ΑΓɺ

R < RT ≡ R∗

(
MBH
M∗

)1/3
≃ 6.96 × 1012 cm R∗,0M−1/3

∗,0 M1/3
BH,6, (2)

͕݅ͱͳΔɻ͜͜Ͱ RT ͰைࣚܘΛఆٛͨ͠ɻҰํͰ߃
͕ BHʹࠐ͍ٵ·Εͳ͍ͨΊʹ RT > Rs ͕՝͞ΕΔ͜ͱ͔Βɺ
BH࣭ྔʹ্ݶ

MBH < 1.12 × 108 M⊙ R3/2
∗,0 M−1/2

∗,0 , (3)

͕ͭ͘ɻ͜͜Ͱ Schwarzschildܘͱൺֱ͕ͨ͠ɺISCOͳͲ
ͱൺֱͯ͠ಉఔͷ͕݅ಘΒΕΔɻҎԼͰ؆୯ͷͨΊɺ
์ઢͷ pericenter͕ைࣚܘͱҰக͢Δ߹ΛͣΔɻ

ைࣚഁյޙͷσϒϦͷৼΔ͍Λ͑ߟΔɻσϒϦͷӡಈ
ͱͯ͠ࢠʑͷཻݸ ballistic ʹѻ͑Δ (ͳͥʁ͓ͦΒ͘ॏྗ͕ѹ
ྗޯΑΓେ͖͍Μ͕ͩɺ֬ೝ͍ͯ͠ͳ͍)ɻഁյલͷσϒ
ϦΤωϧΪʔ͕ 0ͱͯ͠Α͍͕ɺഁյޙͷΤωϧΪʔ߃
ͷ SMBHʹ͍ۙ෦ͱԕ͍෦ͷॏྗΤωϧΪʔ΄Ͳͷҧ͍
͕͋ΔͷͰ෯ͱͯ͠1

∆ε =

(
−GMBH

RT

)
−
(
− GMBH

RT ± R∗

)
≃ ±GMBH

R2
T

R∗ , (4)

ͷ͕ΓΛͭ࣋ɻ͞ΒʹɺԾఆͱͯ͠σϒϦͷΤωϧΪʔ
Ұఆͱ͢Δͱ

dM
dε

≃ M∗/2
∆ε

(5)

ͱۙࣅͰ͖ΔɻഁյޙͷσϒϦ֤ΤωϧΪʔʹରԠͨ͠ Ke-
pler ӡಈΛ͍ߦɺ͔ͭ RT ʹͬͯ͘Δؒ࣌ Kepler time

1 ഁյલ ε = v2/2 − GMBH/RT = 0 ͔Βഁյޙ ∆ε = v2/2 −
GMBH/(RT ± R∗) ͷΤωϧΪʔ෯Λͯͬ࣋͢Δͱ͍ͯ͑ߟΔɻ

t = 2πGMBH/(−2ε)3/2 Ͱ༩͑ΒΕΔͷͰ fallback rate
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dε
dt
= 'Mpeak

(
t
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)−5/3
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∗,0 M1/2
BH,6 , (7)
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M∗
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≃ 1.89 × 1026 g s−1 R−3/2
∗,0 M2

∗,0M−1/2
BH,6 (8)

≃ 1.34 × 102 'MEdd η−1R−3/2
∗,0 M2

∗,0M−3/2
BH,6 , (9)

where the Eddington luminosity and accretion rate are defined by
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APPENDIX A: COSMOLOGY
Α͘Θ͔ΒΜ͚Ͳ͜͜ʹ·ͱΊ͓ͯ͘ɻ

A1 Distance
The luminosity distance is given by

dL(z) =
c(1 + z)

H0

∫ z

0

dz′√
Ωrad(1 + z′)4 +Ωm(1 + z′)3 +ΩΛ

, (A1)

where H0 ≃ 70 km s−1 Mpc−1 is the Hubble constant and we have to
be careful about the unit. In actual numerical simulation, we have to
give a initial condition (the lower part of the integral, which should
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ABSTRACTあまりこだわりすぎてもよくないが、拠り所としてノートをつくっておく。また、色々論文読んだ際の重要箇所などはもう研究ノートではなくここにまとめていくことにしよう。
1 CLASSICAL PICTURE

Rees (1988); Phinney (1989)の描像を整理しておく。最も簡単な場合を扱うので必要になれば今後 updateしていけばよい。D2の APゼミのノートを参考にしており、これはLodato & Rossi
(2011)に依るところが大きい。

1.1 Tidal Disruption & Fallback Debris

[潮汐破壊] 質量M⋆、半径 R⋆ の恒星が放物線軌道で質量M• の
SMBHに近づく場合を考える。この恒星が潮汐破壊されるためには、SMBHが及ぼす潮汐力が恒星の自己重力に打ち勝つ必要がある:

GM•R⋆

R3
>

GM⋆

R2
⋆

. (1)

これより、星と SMBHの距離が
RT ≡ R⋆

(
M•

M⋆

)1/3

≃ 6.96× 1012 cmR⋆,0M
−1/3
⋆,0 M1/3

•,6 (2)

≃ 23.6RS R⋆,0M
−1/3
⋆,0 M−2/3

•,6 ,

より縮まると潮汐力によって破壊されることがわかる。これはいわゆる cold近似と呼ばれるやつで、penetration parameterなどが入ってくるとややこしくなる (Steinberg et al. 2019)。また最近では core-envelope 構造がある場合の議論が partial TDEの文脈で注目される。ここで Schwartzschild半径を
RS =

2GM•

c2
≃ 2.95× 1011 cmM•,6 , (3)

である。一方で恒星がBHに吸い込まれないためには条件 RT >
RS が課されることから、潮汐破壊を起こすことができる BHの最大質量は
M•,H =

(
c6R3

⋆

8G3M⋆

)1/2

≃ 1.14× 108 M⊙ R3/2
⋆,0 M

−1/2
⋆,0 , (4)

となる。これはHills massと呼ばれる。Kerr BHなどの場合にどうなるか検討してみても面白い (Kesden 2012; Singh & Kesden
2024)。以下では簡単のため、放物線の pericenterが潮汐半径と一致する場合を論ずる。
[デブリの振る舞い] 潮汐破壊後のデブリの振る舞いを考える。デブリの運動は個々の粒子として ballistic に扱える (なぜ？おそらく重力が圧力勾配よりも大きいんだが、確認していない)。破壊前のデブリはエネルギーが 0としてよいが、破壊後のエネルギーは恒星の SMBHに近い部分と遠い部分の重力エネルギー

ほどの違いがあるので幅として1

∆ε =

(
−GM•

RT

)
−
(
− GM•

RT ±R⋆

)
≃ ±GM•

R2
T

R⋆ , (5)

の広がりを持つ。さらに、仮定としてデブリのエネルギー分布は一定とすると
dM
dε

≃ M⋆/2
∆ε

(6)

と近似できる。破壊後のデブリは各エネルギーに対応したKepler運動を行い、かつ RT に戻ってくる時間は Kepler time t =
2πGM•/(−2ε)3/2 で与えられるので fallback rateは
Ṁfb =

dM
dε

dε
dt

= Ṁpeak

(
t
tfb

)−5/3

, (7)

tfb =
2πGM•

(2|∆ε|)3/2 ≃ 40.9 dayR3/2
⋆,0 M

−1
⋆,0M

1/2
•,6 , (8)

Ṁpeak =
M⋆

3tfb
≃ 1.89× 1026 g s−1 R−3/2

⋆,0 M2
⋆,0M

−1/2
•,6 (9)

≃ 1.34× 102 ṀEdd η−1R
−3/2
⋆,0 M2

⋆,0M
−3/2
•,6 , (10)

where the Eddington luminosity and accretion rate are de-
fined by

LEdd =
4πGM•mpc

σT
≃ 1.26× 1038 erg s−1M•,0 , (11)

ṀEdd =
LEdd

ηc2
≃ 1.40× 1018 g s−1 η−1

−1M•,0 , (12)

respectively. The fallback rate becomes the Eddington one at

tEdd ≃ 18.9 tfb η
3/5
−1 R

−9/10
⋆,0 M6/5

⋆,0 M−9/10
•,6 , (13)

≃ 2.11 yr η3/5
−1 R

3/5
⋆,0 M

1/5
⋆,0 M−2/5

•,6 . (14)

星の構造によってエネルギー分布と fallback rateがどう変わるのか気になる。
[降着円盤] このデブリが再び RT にたどりついたときに降着円盤を形成すると仮定する。デブリの角運動量が保存すると仮定すると円盤の半径は 2RT である。円盤からの放射は標準円盤的だと仮定すると

R2σSBT
4 ∼ GM•Ṁ

R
, (15)

T ∼ 400 eV

(
R

RISCO

)−3/4( t
tfb

)−5/12

R−3/8
⋆,0 M1/2

⋆,0 M−5/8
•,6 .

(16)

1 破壊前は ε = v2/2 − GM•/RT = 0 から破壊後は ∆ε = v2/2 −
GM•/(RT ±R⋆) のエネルギー幅を持って分布すると考えている。
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⋆,0 M

−1
⋆,0M

1/2
•,6 , (7)

Ṁpeak =
M⋆

3tfb
≃ 1.89× 1026 g s−1 R−3/2

⋆,0 M2
⋆,0M

−1/2
•,6 (8)

≃ 1.34× 102 ṀEdd η−1R
−3/2
⋆,0 M2

⋆,0M
−3/2
•,6 , (9)

where the Eddington luminosity and accretion rate are de-
fined by

LEdd =
4πGM•mpc

σT
≃ 1.26× 1038 erg s−1M•,0 , (10)

ṀEdd =
LEdd

ηc2
≃ 1.40× 1018 g s−1 η−1

−1M•,0 , (11)

respectively. The fallback rate becomes the Eddington one at

tEdd ≃ 18.9 tfb η
3/5
−1 R

−9/10
⋆,0 M6/5

⋆,0 M−9/10
•,6 , (12)

≃ 2.11 yr η3/5
−1 R

3/5
⋆,0 M

1/5
⋆,0 M−2/5

•,6 . (13)

星の構造によってエネルギー分布と fallback rateがどう変わるのか気になる。
[降着円盤] このデブリが再び RT にたどりついたときに降着円盤を形成すると仮定する。デブリの角運動量が保存すると仮定すると円盤の半径は 2RT である。円盤からの放射は標準円盤的だと仮定すると

R2σSBT
4 ∼ GM•Ṁ

R
, (14)

T ∼ 400 eV

(
R

RISCO

)−3/4( t
tfb

)−5/12

R−3/8
⋆,0 M1/2

⋆,0 M−5/8
•,6 .

(15)

となる。この温度は fallback rate をそのまま用いているため、観測される光度が L ∼ LEddと矛盾するが、温度の降着率依存性は弱いので結果はあまり変わらない。超臨界降着の場合は photn
trapping効果が重要になるが、この場合の円盤はスリム円盤と呼ばれ (Abramowicz et al. 1988)、例えばStrubbe & Quataert
(2009)などで簡単なモデル化が試みられている。温度は大きな変化はないが、光度はおおよそ Eddington光度から変化しない。しかし、円盤をこの半径につくるために開放すべきエネルギーは
GM•M⋆

2RT
≃ 1.92× 1052 ergR−1

⋆,0M
4/3
⋆,0 M2/3

•,6 , (16)

と莫大であることがわかる。可視光で放射されているエネルギー
© 2018 The Authors
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ABSTRACT
͋·Γͩ͜ΘΓ͗ͯ͢Α͘ͳ͍͕ɺڌΓॴͱͯ͠ϊʔτΛ͓ͭͬͯ͘͘ɻ

1 CLASSICAL PICTURE
Rees (1988); Phinney (1989)ͷඳ૾Λཧ͓ͯ͘͠ɻ࠷؆୯ͳ
߹Λѻ͏ͷͰඞཁʹͳΕޙࠓ update͍͚ͯ͠Α͍ɻD2
ͷ AP θϛͷϊʔτΛߟࢀʹ͓ͯ͠Γɺ͜ΕLodato & Rossi
(2011)ʹґΔͱ͜Ζ͕େ͖͍ɻ

࣭ྔM∗ɺܘ R∗ͷ߃͕์ઢيಓͰ࣭ྔMBHͷSMBH
ʹۙͮ͘߹Λ͑ߟΔɻ͜ͷ߃͕ைࣚഁյ͞ΕΔͨΊʹɺ
SMBH͕ٴ΅͢ைࣚྗ͕߃ͷࣗݾॏྗʹଧͪউͭඞཁ͕͋Δ:

GMBHR∗
R3 >

GM∗
R2∗
, (1)

ΑΓɺ

R < RT ≡ R∗

(
MBH
M∗

)1/3
≃ 6.96 × 1012 cm R∗,0M−1/3

∗,0 M1/3
BH,6, (2)

͕݅ͱͳΔɻ͜͜Ͱ RT ͰைࣚܘΛఆٛͨ͠ɻҰํͰ߃
͕ BHʹࠐ͍ٵ·Εͳ͍ͨΊʹ RT > Rs ͕՝͞ΕΔ͜ͱ͔Βɺ
BH࣭ྔʹ্ݶ

MBH < 1.12 × 108 M⊙ R3/2
∗,0 M−1/2

∗,0 , (3)

͕ͭ͘ɻ͜͜Ͱ Schwarzschildܘͱൺֱ͕ͨ͠ɺISCOͳͲ
ͱൺֱͯ͠ಉఔͷ͕݅ಘΒΕΔɻҎԼͰ؆୯ͷͨΊɺ
์ઢͷ pericenter͕ைࣚܘͱҰக͢Δ߹ΛͣΔɻ

ைࣚഁյޙͷσϒϦͷৼΔ͍Λ͑ߟΔɻσϒϦͷӡಈ
ͱͯ͠ࢠʑͷཻݸ ballistic ʹѻ͑Δ (ͳͥʁ͓ͦΒ͘ॏྗ͕ѹ
ྗޯΑΓେ͖͍Μ͕ͩɺ֬ೝ͍ͯ͠ͳ͍)ɻഁյલͷσϒ
ϦΤωϧΪʔ͕ 0ͱͯ͠Α͍͕ɺഁյޙͷΤωϧΪʔ߃
ͷ SMBHʹ͍ۙ෦ͱԕ͍෦ͷॏྗΤωϧΪʔ΄Ͳͷҧ͍
͕͋ΔͷͰ෯ͱͯ͠1

∆ε =

(
−GMBH

RT

)
−
(
− GMBH

RT ± R∗

)
≃ ±GMBH

R2
T

R∗ , (4)

ͷ͕ΓΛͭ࣋ɻ͞ΒʹɺԾఆͱͯ͠σϒϦͷΤωϧΪʔ
Ұఆͱ͢Δͱ

dM
dε

≃ M∗/2
∆ε

(5)

ͱۙࣅͰ͖ΔɻഁյޙͷσϒϦ֤ΤωϧΪʔʹରԠͨ͠ Ke-
pler ӡಈΛ͍ߦɺ͔ͭ RT ʹͬͯ͘Δؒ࣌ Kepler time

1 ഁյલ ε = v2/2 − GMBH/RT = 0 ͔Βഁյޙ ∆ε = v2/2 −
GMBH/(RT ± R∗) ͷΤωϧΪʔ෯Λͯͬ࣋͢Δͱ͍ͯ͑ߟΔɻ

t = 2πGMBH/(−2ε)3/2 Ͱ༩͑ΒΕΔͷͰ fallback rate

'Mfb =
dM
dε

dε
dt
= 'Mpeak

(
t

tfb

)−5/3
, (6)

tfb =
2πGMBH
(2|∆ε |)3/2

≃ 40.9 day R3/2
∗,0 M−1

∗,0 M1/2
BH,6 , (7)

'Mpeak =
M∗
3tfb

≃ 1.89 × 1026 g s−1 R−3/2
∗,0 M2

∗,0M−1/2
BH,6 (8)

≃ 1.34 × 102 'MEdd η−1R−3/2
∗,0 M2

∗,0M−3/2
BH,6 , (9)

where the Eddington luminosity and accretion rate are defined by

LEdd =
4πGMBHmpc

σT
≃ 1.26 × 1038 erg s−1MBH0 , (10)

'MEdd =
LEdd
ηc2 ≃ 1.40 × 1018 g s−1 η−1

−1 MBH0 , (11)

respectively. The fallback rate becomes the Eddington one at

tEdd ≃ 18.9 tfb η
3/5
−1 R−9/10

∗,0 M6/5
∗,0 M−9/10

BH,6 , (12)

≃ 2.11 yr η3/5−1 R3/5
∗,0 M1/5

∗,0 M−2/5
BH,6 , (13)

UP TO HERE
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Lodato G., Rossi E. M., 2011, MNRAS, 410, 359
Phinney E. S., 1989, in Morris M., ed., IAU Symposium Vol. 136, The

Center of the Galaxy. p. 543
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APPENDIX A: COSMOLOGY
Α͘Θ͔ΒΜ͚Ͳ͜͜ʹ·ͱΊ͓ͯ͘ɻ

A1 Distance
The luminosity distance is given by

dL(z) =
c(1 + z)

H0

∫ z

0

dz′√
Ωrad(1 + z′)4 +Ωm(1 + z′)3 +ΩΛ

, (A1)

where H0 ≃ 70 km s−1 Mpc−1 is the Hubble constant and we have to
be careful about the unit. In actual numerical simulation, we have to
give a initial condition (the lower part of the integral, which should
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ABSTRACTあまりこだわりすぎてもよくないが、拠り所としてノートをつくっておく。また、色々論文読んだ際の重要箇所などはもう研究ノートではなくここにまとめていくことにしよう。
1 CLASSICAL PICTURE

Rees (1988); Phinney (1989)の描像を整理しておく。最も簡単な場合を扱うので必要になれば今後 updateしていけばよい。D2の APゼミのノートを参考にしており、これはLodato & Rossi
(2011)に依るところが大きい。

1.1 Tidal Disruption & Fallback Debris

[潮汐破壊] 質量M⋆、半径 R⋆ の恒星が放物線軌道で質量M• の
SMBHに近づく場合を考える。この恒星が潮汐破壊されるためには、SMBHが及ぼす潮汐力が恒星の自己重力に打ち勝つ必要がある:

GM•R⋆

R3
>

GM⋆

R2
⋆

. (1)

これより、星と SMBHの距離が
RT ≡ R⋆

(
M•

M⋆

)1/3

≃ 6.96× 1012 cmR⋆,0M
−1/3
⋆,0 M1/3

•,6 (2)

≃ 23.6RS R⋆,0M
−1/3
⋆,0 M−2/3

•,6 ,

より縮まると潮汐力によって破壊されることがわかる。これはいわゆる cold近似と呼ばれるやつで、penetration parameterなどが入ってくるとややこしくなる (Steinberg et al. 2019)。また最近では core-envelope 構造がある場合の議論が partial TDEの文脈で注目される。ここで Schwartzschild半径を
RS =

2GM•

c2
≃ 2.95× 1011 cmM•,6 , (3)

である。一方で恒星がBHに吸い込まれないためには条件 RT >
RS が課されることから、潮汐破壊を起こすことができる BHの最大質量は
M•,H =

(
c6R3

⋆

8G3M⋆

)1/2

≃ 1.14× 108 M⊙ R3/2
⋆,0 M

−1/2
⋆,0 , (4)

となる。これはHills massと呼ばれる。Kerr BHなどの場合にどうなるか検討してみても面白い (Kesden 2012; Singh & Kesden
2024)。以下では簡単のため、放物線の pericenterが潮汐半径と一致する場合を論ずる。
[デブリの振る舞い] 潮汐破壊後のデブリの振る舞いを考える。デブリの運動は個々の粒子として ballistic に扱える (なぜ？おそらく重力が圧力勾配よりも大きいんだが、確認していない)。破壊前のデブリはエネルギーが 0としてよいが、破壊後のエネルギーは恒星の SMBHに近い部分と遠い部分の重力エネルギー

ほどの違いがあるので幅として1

∆ε =

(
−GM•

RT

)
−
(
− GM•

RT ±R⋆

)
≃ ±GM•

R2
T

R⋆ , (5)

の広がりを持つ。さらに、仮定としてデブリのエネルギー分布は一定とすると
dM
dε

≃ M⋆/2
∆ε

(6)

と近似できる。破壊後のデブリは各エネルギーに対応したKepler運動を行い、かつ RT に戻ってくる時間は Kepler time t =
2πGM•/(−2ε)3/2 で与えられるので fallback rateは
Ṁfb =

dM
dε

dε
dt

= Ṁpeak

(
t
tfb

)−5/3

, (7)

tfb =
2πGM•

(2|∆ε|)3/2 ≃ 40.9 dayR3/2
⋆,0 M

−1
⋆,0M

1/2
•,6 , (8)

Ṁpeak =
M⋆

3tfb
≃ 1.89× 1026 g s−1 R−3/2

⋆,0 M2
⋆,0M

−1/2
•,6 (9)

≃ 1.34× 102 ṀEdd η−1R
−3/2
⋆,0 M2

⋆,0M
−3/2
•,6 , (10)

where the Eddington luminosity and accretion rate are de-
fined by

LEdd =
4πGM•mpc

σT
≃ 1.26× 1038 erg s−1M•,0 , (11)

ṀEdd =
LEdd

ηc2
≃ 1.40× 1018 g s−1 η−1

−1M•,0 , (12)

respectively. The fallback rate becomes the Eddington one at

tEdd ≃ 18.9 tfb η
3/5
−1 R

−9/10
⋆,0 M6/5

⋆,0 M−9/10
•,6 , (13)

≃ 2.11 yr η3/5
−1 R

3/5
⋆,0 M

1/5
⋆,0 M−2/5

•,6 . (14)

星の構造によってエネルギー分布と fallback rateがどう変わるのか気になる。
[降着円盤] このデブリが再び RT にたどりついたときに降着円盤を形成すると仮定する。デブリの角運動量が保存すると仮定すると円盤の半径は 2RT である。円盤からの放射は標準円盤的だと仮定すると

R2σSBT
4 ∼ GM•Ṁ

R
, (15)

T ∼ 400 eV

(
R

RISCO

)−3/4( t
tfb

)−5/12

R−3/8
⋆,0 M1/2

⋆,0 M−5/8
•,6 .

(16)

1 破壊前は ε = v2/2 − GM•/RT = 0 から破壊後は ∆ε = v2/2 −
GM•/(RT ±R⋆) のエネルギー幅を持って分布すると考えている。
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Ṁfb =

dM
dε

dε
dt
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R
, (15)

T ∼ 400 eV

(
R

RISCO

)−3/4( t
tfb

)−5/12

R−3/8
⋆,0 M1/2

⋆,0 M−5/8
•,6 .

(16)

1 破壊前は ε = v2/2 − GM•/RT = 0 から破壊後は ∆ε = v2/2 −
GM•/(RT ±R⋆) のエネルギー幅を持って分布すると考えている。

© 2018 The Authors

' 40day

' 100ṀEdd
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fined by
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星の構造によってエネルギー分布と fallback rateがどう変わるのか気になる。
[降着円盤] このデブリが再び RT にたどりついたときに降着円盤を形成すると仮定する。デブリの角運動量が保存すると仮定すると円盤の半径は 2RT である。円盤からの放射は標準円盤的だと仮定すると

R2σSBT
4 ∼ GM•Ṁ
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1 破壊前は ε = v2/2 − GM•/RT = 0 から破壊後は ∆ε = v2/2 −
GM•/(RT ±R⋆) のエネルギー幅を持って分布すると考えている。
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ABSTRACTあまりこだわりすぎてもよくないが、拠り所としてノートをつくっておく。また、色々論文読んだ際の重要箇所などはもう研究ノートではなくここにまとめていくことにしよう。
1 CLASSICAL PICTURE

Rees (1988); Phinney (1989)の描像を整理しておく。最も簡単な場合を扱うので必要になれば今後 updateしていけばよい。D2の APゼミのノートを参考にしており、これはLodato & Rossi
(2011)に依るところが大きい。

1.1 Tidal Disruption & Fallback Debris

[潮汐破壊] 質量M⋆、半径 R⋆ の恒星が放物線軌道で質量M• の
SMBHに近づく場合を考える。この恒星が潮汐破壊されるためには、SMBHが及ぼす潮汐力が恒星の自己重力に打ち勝つ必要がある:
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より縮まると潮汐力によって破壊されることがわかる。これはいわゆる cold近似と呼ばれるやつで、penetration parameterなどが入ってくるとややこしくなる (Steinberg et al. 2019)。また最近では core-envelope 構造がある場合の議論が partial TDEの文脈で注目される。ここで Schwartzschild半径を
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となる。これはHills massと呼ばれる。Kerr BHなどの場合にどうなるか検討してみても面白い (Kesden 2012; Singh & Kesden
2024)。以下では簡単のため、放物線の pericenterが潮汐半径と一致する場合を論ずる。
[デブリの振る舞い] 潮汐破壊後のデブリの振る舞いを考える。デブリの運動は個々の粒子として ballistic に扱える (なぜ？おそらく重力が圧力勾配よりも大きいんだが、確認していない)。破壊前のデブリはエネルギーが 0としてよいが、破壊後のエネルギーは恒星の SMBHに近い部分と遠い部分の重力エネルギー
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ṀEdd =
LEdd

ηc2
≃ 1.40× 1018 g s−1 η−1

−1M•,0 , (12)

respectively. The fallback rate becomes the Eddington one at

tEdd ≃ 18.9 tfb η
3/5
−1 R

−9/10
⋆,0 M6/5

⋆,0 M−9/10
•,6 , (13)

≃ 2.11 yr η3/5
−1 R

3/5
⋆,0 M

1/5
⋆,0 M−2/5

•,6 . (14)

星の構造によってエネルギー分布と fallback rateがどう変わるのか気になる。
[降着円盤] このデブリが再び RT にたどりついたときに降着円盤を形成すると仮定する。デブリの角運動量が保存すると仮定すると円盤の半径は 2RT である。円盤からの放射は標準円盤的だと仮定すると

R2σSBT
4 ∼ GM•Ṁ
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Fig. 2 When a disruptive flyby occurs with pericentric distance 
rT> the bound debris starts to rain down on to the hole after a 
timelag -0.03 (Mh/106 M 0 )'12 years. This diagram shows 
schematically the subsequent behaviour of M. The peak infall rate 
is highly 'super-Eddington'. This debris forms a torus at r = rT 
within which radiation pressure is dominant. Its subsequent flow 
is controlled by viscosity, which is likely to operate on a timescale 
only a modest multiple of the rotation period at -rT (only a few 
hours). A thermal luminosity - LE can only be maintained for"' I 

year; thereafter the 'flare' would rapidly fade. 

orbital plane. Adiabatic cooling would severely reduce the inter-
nal radiative content before the debris became translucent. The 
'prompt' radiation from the unbound debris would therefore 
release less than the initial energy content of the star (just as a 
supernova would be optically inconspicuous were it not for 
continuing energy injection in the months after the explosion). 
There would therefore be no conspicuous flare until, as discussed 
above, the bound debris fell back onto the hole after a time 
delay t;. The main observable effects of the outflowing material 
would occur when it was decelerated by running into external 
diffuse matter. 

Ultraclose passages and relativistic effects 
The behaviour of stars passing well within the tidal radius rT 
exhibits special features, some of which have been discussed in 
a series of paper by Carter, Luminet and collaborators25

•
29

-
31

• 

Such stars are not only elongated along the orbital direction, 
but are even more severely compressed into a prolate shape 
(that is, a pancake aligned in the orbital plane). This compresson 
is halted by a shock, raising the matter (which then rebounds 
perpendicular to the orbital plane) to a higher adiabat. Also, 
there is the possibility of explosive energy release: the p-p 
reaction is too slow to release much energy on a dynamical 
timescale; however, proton capture on C, N and 0 can yield 
(for solar abundances) enough energy to unbind the star. The 
mean specific binding energy of the debris to the hole may then 
become negative, rather than being -(Gm*/r*). But we have 
seen that, even in the latter case, about half the debris is unbound 
because of the spread vorbll v in the energies at peri centre (where 
llv = v*). If a nuclear explosion were to enhance llv by some 
further factor, then the mass fraction escaping on hyperbolic 
orbits would still be -0.5, but the range of energies of the debris 
would be increased: some would escape with higher hyperbolic 
velocities, whereas some would be even inore tightly bound than 
before. To quantify this, one would need to know the angular 
distribution (in a frame sharing the star's mean motion) of the 
post-shock velocities, because velocity boosts perpendicular to 

the orbital plane yield only a second-order contribution, and 
are therefore less important than those in the plane. 

The orbits for which extreme compression occurs would enter 
regions where relativistic effects were more important than for 
those with r m;n = 'T· The orbits are then not ellipses, but may 
turn through 27r or even more. A test particle not exactly in the 
orbital plane (which in the case of an elliptical orbit would cross 
the plane just once at pericentre), may then have two or more 
traversals. There is then the possibility of multiple shocks30

•
31

• 

For hole masses Mh > 1 M 0, solar-type stars cannot be 
disrupted without entering the strongly relativistic domain. The 
form of the black hole (Schwarzschild or Kerr?) then has an 
important quantitative effect, as does (for a rotating Kerr hole) 
the orientation of the stellar orbit relative to the hole spin axis. 
Stars on counter-rotating orbits are more readily captured with 
the result that Kerr holes would spin down if they gained mass 
primarily from stellar capture32 • When the hole mass is » 108 M 8 , 

most main sequence stars would be swallowed whole ( rT < rg), 
and only giants would generate debris outside the hole 1•2 • 

Tidal dissipation without complete disruption? 
A star which does not pass close enough to the hole to suffer 
complete disruption may nevertheless be tidally distorted; if the 
associated dissipation exceeds m*u2

, the star may then be cap-
tured in an elliptical orbit around the hole, and suffer further 
dissipation on each successive pericentric passage. This process 
has been primarily discussed in the context of globular 
clusters22 - 24, where the star is of comparable mass to the compact 
object (stellar mass black hole or neutron star?); after capture, 
the orbit degrades and circularizes at a radius a few times 'T· 
One's first thought might therefore be that, in the present context, 
solar-type stars could be captured into near-circular orbits very 
tightly bound to a central massive hole. Such orbits at r = rT 
would have periods of a few hours (independent of Mh), and 
the orbital velocity would be -0.2 c--vastly higher, of 
course, than the speeds involved in ordinary binary systems. 

But there is a crucial new aspect to this tidal-capture mechan-
ism when a very massive black hole is involved. In acquiring a 
tightly bound circular orbit of radius rT, the star must dispose 
of an amount of energy m*c2(rT/ rg)- 1--larger by a factor 
(Mh/ m*f13 than its entire original gravitational self-binding 
energy r *' The circularization would therefore need to 
occur much slower than the star's thermal timescale. Of course, 
the star would, after the first few passages, acquire a spin rate 
synchronized with its orbital angular velocity at pericentre, and 
thereafter the dissipation could be reduced somewhat below the 
rates calculated in refs 22-24. 

Until appropriately detailed three-dimensional gas-dynamical 
calculations can be done, the fate of such stars will be an open 
question. It would seem more likely that, after the orbit had 
been 'ground down' by the first few passages (and the frequency 
of subsequent peri centre passages had become correspondingly 
higher), the star would inflate and get fully disrupted. The 
gaseous debris would then evolve essentially as the bound frac-
tion of the debris from the tidally disrupted stars discussed 
earlier. More uncertain would be the fate of a giant star, where 
the dissipation, occurring primarily in the envelope, could leave 
the core relatively undistorted and unscathed. (If internal dissi-
pation in the resultant torus were exceedingly low, the debris 
could deflate on the timescale -5 years into a thin ring 
at r = rT which could in principle be vulnerable to gravitational 
instability, leading to rebirth of a star (compare ref. 33). But 
this would require an effective viscosity parameter< 10-4

, which 
is perhaps implausibly low.) 

There is one further interesting mechanism for injecting stars 
into small tightly-bound orbits (though not necessarily as small 
as r = 'T· Diffusive stellar-dynamical processes could not inject 
stars into orbits with specific binding energies exceeding 
such velocities disruptive stellar collisions dominate 'Coulomb' 
encounters. But a fraction of the stars in the core of the galaxy 
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≃ ±GM•

R2
T

R⋆ , (4)

の広がりを持つ。さらに、仮定としてデブリのエネルギー分布は一定とすると
dM
dε

≃ M⋆/2
∆ε

(5)

と近似できる。破壊後のデブリは各エネルギーに対応したKepler運動を行い、かつ RT に戻ってくる時間は Kepler time t =

1 破壊前は ε = v2/2 − GM•/RT = 0 から破壊後は ∆ε = v2/2 −
GM•/(RT ±R⋆) のエネルギー幅を持って分布すると考えている。

2πGM•/(−2ε)3/2 で与えられるので fallback rateは
Ṁfb =

dM
dε

dε
dt

= Ṁpeak

(
t
tfb

)−5/3

, (6)

tfb =
2πGM•

(2|∆ε|)3/2 ≃ 40.9 dayR3/2
⋆,0 M

−1
⋆,0M

1/2
•,6 , (7)

Ṁpeak =
M⋆

3tfb
≃ 1.89× 1026 g s−1 R−3/2

⋆,0 M2
⋆,0M

−1/2
•,6 (8)

≃ 1.34× 102 ṀEdd η−1R
−3/2
⋆,0 M2

⋆,0M
−3/2
•,6 , (9)

where the Eddington luminosity and accretion rate are de-
fined by

LEdd =
4πGM•mpc

σT
≃ 1.26× 1038 erg s−1M•,0 , (10)

ṀEdd =
LEdd

ηc2
≃ 1.40× 1018 g s−1 η−1

−1M•,0 , (11)

respectively. The fallback rate becomes the Eddington one at

tEdd ≃ 18.9 tfb η
3/5
−1 R

−9/10
⋆,0 M6/5

⋆,0 M−9/10
•,6 , (12)

≃ 2.11 yr η3/5
−1 R

3/5
⋆,0 M

1/5
⋆,0 M−2/5

•,6 . (13)

星の構造によってエネルギー分布と fallback rateがどう変わるのか気になる。
[降着円盤] このデブリが再び RT にたどりついたときに降着円盤を形成すると仮定する。デブリの角運動量が保存すると仮定すると円盤の半径は 2RT である。円盤からの放射は標準円盤的だと仮定すると

R2σSBT
4 ∼ GM•Ṁ

R
, (14)

T ∼ 400 eV

(
R

RISCO

)−3/4( t
tfb

)−5/12

R−3/8
⋆,0 M1/2

⋆,0 M−5/8
•,6 .

(15)

となる。この温度は fallback rate をそのまま用いているため、観測される光度が L ∼ LEddと矛盾するが、温度の降着率依存性は弱いので結果はあまり変わらない。超臨界降着の場合は photn
trapping効果が重要になるが、この場合の円盤はスリム円盤と呼ばれ (Abramowicz et al. 1988)、例えばStrubbe & Quataert
(2009)などで簡単なモデル化が試みられている。温度は大きな変化はないが、光度はおおよそ Eddington光度から変化しない。しかし、円盤をこの半径につくるために開放すべきエネルギーは
GM•M⋆

2RT
≃ 1.92× 1052 ergR−1

⋆,0M
4/3
⋆,0 M2/3

•,6 , (16)

と莫大であることがわかる。可視光で放射されているエネルギー
© 2018 The Authors
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ABSTRACT
͋·Γͩ͜ΘΓ͗ͯ͢Α͘ͳ͍͕ɺڌΓॴͱͯ͠ϊʔτΛ͓ͭͬͯ͘͘ɻ

1 CLASSICAL PICTURE
Rees (1988); Phinney (1989)ͷඳ૾Λཧ͓ͯ͘͠ɻ࠷؆୯ͳ
߹Λѻ͏ͷͰඞཁʹͳΕޙࠓ update͍͚ͯ͠Α͍ɻD2
ͷ AP θϛͷϊʔτΛߟࢀʹ͓ͯ͠Γɺ͜ΕLodato & Rossi
(2011)ʹґΔͱ͜Ζ͕େ͖͍ɻ

࣭ྔM∗ɺܘ R∗ͷ߃͕์ઢيಓͰ࣭ྔMBHͷSMBH
ʹۙͮ͘߹Λ͑ߟΔɻ͜ͷ߃͕ைࣚഁյ͞ΕΔͨΊʹɺ
SMBH͕ٴ΅͢ைࣚྗ͕߃ͷࣗݾॏྗʹଧͪউͭඞཁ͕͋Δ:

GMBHR∗
R3 >

GM∗
R2∗
, (1)

ΑΓɺ

R < RT ≡ R∗

(
MBH
M∗

)1/3
≃ 6.96 × 1012 cm R∗,0M−1/3

∗,0 M1/3
BH,6, (2)

͕݅ͱͳΔɻ͜͜Ͱ RT ͰைࣚܘΛఆٛͨ͠ɻҰํͰ߃
͕ BHʹࠐ͍ٵ·Εͳ͍ͨΊʹ RT > Rs ͕՝͞ΕΔ͜ͱ͔Βɺ
BH࣭ྔʹ্ݶ

MBH < 1.12 × 108 M⊙ R3/2
∗,0 M−1/2

∗,0 , (3)

͕ͭ͘ɻ͜͜Ͱ Schwarzschildܘͱൺֱ͕ͨ͠ɺISCOͳͲ
ͱൺֱͯ͠ಉఔͷ͕݅ಘΒΕΔɻҎԼͰ؆୯ͷͨΊɺ
์ઢͷ pericenter͕ைࣚܘͱҰக͢Δ߹ΛͣΔɻ

ைࣚഁյޙͷσϒϦͷৼΔ͍Λ͑ߟΔɻσϒϦͷӡಈ
ͱͯ͠ࢠʑͷཻݸ ballistic ʹѻ͑Δ (ͳͥʁ͓ͦΒ͘ॏྗ͕ѹ
ྗޯΑΓେ͖͍Μ͕ͩɺ֬ೝ͍ͯ͠ͳ͍)ɻഁյલͷσϒ
ϦΤωϧΪʔ͕ 0ͱͯ͠Α͍͕ɺഁյޙͷΤωϧΪʔ߃
ͷ SMBHʹ͍ۙ෦ͱԕ͍෦ͷॏྗΤωϧΪʔ΄Ͳͷҧ͍
͕͋ΔͷͰ෯ͱͯ͠1

∆ε =

(
−GMBH

RT

)
−
(
− GMBH

RT ± R∗

)
≃ ±GMBH

R2
T

R∗ , (4)

ͷ͕ΓΛͭ࣋ɻ͞ΒʹɺԾఆͱͯ͠σϒϦͷΤωϧΪʔ
Ұఆͱ͢Δͱ

dM
dε

≃ M∗/2
∆ε

(5)

ͱۙࣅͰ͖ΔɻഁյޙͷσϒϦ֤ΤωϧΪʔʹରԠͨ͠ Ke-
pler ӡಈΛ͍ߦɺ͔ͭ RT ʹͬͯ͘Δؒ࣌ Kepler time

1 ഁյલ ε = v2/2 − GMBH/RT = 0 ͔Βഁյޙ ∆ε = v2/2 −
GMBH/(RT ± R∗) ͷΤωϧΪʔ෯Λͯͬ࣋͢Δͱ͍ͯ͑ߟΔɻ

t = 2πGMBH/(−2ε)3/2 Ͱ༩͑ΒΕΔͷͰ fallback rate

'Mfb =
dM
dε

dε
dt
= 'Mpeak

(
t

tfb

)−5/3
, (6)

tfb =
2πGMBH
(2|∆ε |)3/2

≃ 40.9 day R3/2
∗,0 M−1

∗,0 M1/2
BH,6 , (7)

'Mpeak =
M∗
3tfb

≃ 1.89 × 1026 g s−1 R−3/2
∗,0 M2

∗,0M−1/2
BH,6 (8)

≃ 1.34 × 102 'MEdd η−1R−3/2
∗,0 M2

∗,0M−3/2
BH,6 , (9)

where the Eddington luminosity and accretion rate are defined by

LEdd =
4πGMBHmpc

σT
≃ 1.26 × 1038 erg s−1MBH0 , (10)

'MEdd =
LEdd
ηc2 ≃ 1.40 × 1018 g s−1 η−1

−1 MBH0 , (11)

respectively. The fallback rate becomes the Eddington one at

tEdd ≃ 18.9 tfb η
3/5
−1 R−9/10

∗,0 M6/5
∗,0 M−9/10

BH,6 , (12)

≃ 2.11 yr η3/5−1 R3/5
∗,0 M1/5

∗,0 M−2/5
BH,6 , (13)

UP TO HERE

REFERENCES
Lodato G., Rossi E. M., 2011, MNRAS, 410, 359
Phinney E. S., 1989, in Morris M., ed., IAU Symposium Vol. 136, The

Center of the Galaxy. p. 543
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APPENDIX A: COSMOLOGY
Α͘Θ͔ΒΜ͚Ͳ͜͜ʹ·ͱΊ͓ͯ͘ɻ

A1 Distance
The luminosity distance is given by

dL(z) =
c(1 + z)

H0

∫ z

0

dz′√
Ωrad(1 + z′)4 +Ωm(1 + z′)3 +ΩΛ

, (A1)

where H0 ≃ 70 km s−1 Mpc−1 is the Hubble constant and we have to
be careful about the unit. In actual numerical simulation, we have to
give a initial condition (the lower part of the integral, which should
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ABSTRACTあまりこだわりすぎてもよくないが、拠り所としてノートをつくっておく。また、色々論文読んだ際の重要箇所などはもう研究ノートではなくここにまとめていくことにしよう。
1 CLASSICAL PICTURE

Rees (1988); Phinney (1989)の描像を整理しておく。最も簡単な場合を扱うので必要になれば今後 updateしていけばよい。D2の APゼミのノートを参考にしており、これはLodato & Rossi
(2011)に依るところが大きい。

1.1 Tidal Disruption & Fallback Debris

[潮汐破壊] 質量M⋆、半径 R⋆ の恒星が放物線軌道で質量M• の
SMBHに近づく場合を考える。この恒星が潮汐破壊されるためには、SMBHが及ぼす潮汐力が恒星の自己重力に打ち勝つ必要がある:

GM•R⋆

R3
>

GM⋆

R2
⋆

. (1)

これより、星と SMBHの距離が
RT ≡ R⋆

(
M•

M⋆

)1/3

≃ 6.96× 1012 cmR⋆,0M
−1/3
⋆,0 M1/3

•,6 (2)

≃ 23.6RS R⋆,0M
−1/3
⋆,0 M−2/3

•,6 ,

より縮まると潮汐力によって破壊されることがわかる。これはいわゆる cold近似と呼ばれるやつで、penetration parameterなどが入ってくるとややこしくなる (Steinberg et al. 2019)。また最近では core-envelope 構造がある場合の議論が partial TDEの文脈で注目される。ここで Schwartzschild半径を
RS =

2GM•

c2
≃ 2.95× 1011 cmM•,6 , (3)

である。一方で恒星がBHに吸い込まれないためには条件 RT >
RS が課されることから、潮汐破壊を起こすことができる BHの最大質量は
M•,H =

(
c6R3

⋆

8G3M⋆

)1/2

≃ 1.14× 108 M⊙ R3/2
⋆,0 M

−1/2
⋆,0 , (4)

となる。これはHills massと呼ばれる。Kerr BHなどの場合にどうなるか検討してみても面白い (Kesden 2012; Singh & Kesden
2024)。以下では簡単のため、放物線の pericenterが潮汐半径と一致する場合を論ずる。
[デブリの振る舞い] 潮汐破壊後のデブリの振る舞いを考える。デブリの運動は個々の粒子として ballistic に扱える (なぜ？おそらく重力が圧力勾配よりも大きいんだが、確認していない)。破壊前のデブリはエネルギーが 0としてよいが、破壊後のエネルギーは恒星の SMBHに近い部分と遠い部分の重力エネルギー

ほどの違いがあるので幅として1

∆ε =

(
−GM•

RT

)
−
(
− GM•

RT ±R⋆

)
≃ ±GM•

R2
T

R⋆ , (5)

の広がりを持つ。さらに、仮定としてデブリのエネルギー分布は一定とすると
dM
dε

≃ M⋆/2
∆ε

(6)

と近似できる。破壊後のデブリは各エネルギーに対応したKepler運動を行い、かつ RT に戻ってくる時間は Kepler time t =
2πGM•/(−2ε)3/2 で与えられるので fallback rateは
Ṁfb =

dM
dε

dε
dt

= Ṁpeak

(
t
tfb

)−5/3

, (7)

tfb =
2πGM•

(2|∆ε|)3/2 ≃ 40.9 dayR3/2
⋆,0 M

−1
⋆,0M

1/2
•,6 , (8)

Ṁpeak =
M⋆

3tfb
≃ 1.89× 1026 g s−1 R−3/2

⋆,0 M2
⋆,0M

−1/2
•,6 (9)

≃ 1.34× 102 ṀEdd η−1R
−3/2
⋆,0 M2

⋆,0M
−3/2
•,6 , (10)

where the Eddington luminosity and accretion rate are de-
fined by

LEdd =
4πGM•mpc

σT
≃ 1.26× 1038 erg s−1M•,0 , (11)

ṀEdd =
LEdd

ηc2
≃ 1.40× 1018 g s−1 η−1

−1M•,0 , (12)

respectively. The fallback rate becomes the Eddington one at

tEdd ≃ 18.9 tfb η
3/5
−1 R

−9/10
⋆,0 M6/5

⋆,0 M−9/10
•,6 , (13)

≃ 2.11 yr η3/5
−1 R

3/5
⋆,0 M

1/5
⋆,0 M−2/5

•,6 . (14)

星の構造によってエネルギー分布と fallback rateがどう変わるのか気になる。
[降着円盤] このデブリが再び RT にたどりついたときに降着円盤を形成すると仮定する。デブリの角運動量が保存すると仮定すると円盤の半径は 2RT である。円盤からの放射は標準円盤的だと仮定すると

R2σSBT
4 ∼ GM•Ṁ

R
, (15)

T ∼ 400 eV

(
R

RISCO

)−3/4( t
tfb

)−5/12

R−3/8
⋆,0 M1/2

⋆,0 M−5/8
•,6 .

(16)

1 破壊前は ε = v2/2 − GM•/RT = 0 から破壊後は ∆ε = v2/2 −
GM•/(RT ±R⋆) のエネルギー幅を持って分布すると考えている。
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−3/2
⋆,0 M2

⋆,0M
−3/2
•,6 , (10)

where the Eddington luminosity and accretion rate are de-
fined by

LEdd =
4πGM•mpc

σT
≃ 1.26× 1038 erg s−1M•,0 , (11)
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星の構造によってエネルギー分布と fallback rateがどう変わるのか気になる。
[降着円盤] このデブリが再び RT にたどりついたときに降着円盤を形成すると仮定する。デブリの角運動量が保存すると仮定すると円盤の半径は 2RT である。円盤からの放射は標準円盤的だと仮定すると
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1 破壊前は ε = v2/2 − GM•/RT = 0 から破壊後は ∆ε = v2/2 −
GM•/(RT ±R⋆) のエネルギー幅を持って分布すると考えている。
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ṀEdd =
LEdd

ηc2
≃ 1.40× 1018 g s−1 η−1

−1M•,0 , (12)

respectively. The fallback rate becomes the Eddington one at

tEdd ≃ 18.9 tfb η
3/5
−1 R

−9/10
⋆,0 M6/5

⋆,0 M−9/10
•,6 , (13)

≃ 2.11 yr η3/5
−1 R

3/5
⋆,0 M

1/5
⋆,0 M−2/5

•,6 . (14)

星の構造によってエネルギー分布と fallback rateがどう変わるのか気になる。
[降着円盤] このデブリが再び RT にたどりついたときに降着円盤を形成すると仮定する。デブリの角運動量が保存すると仮定すると円盤の半径は 2RT である。円盤からの放射は標準円盤的だと仮定すると

R2σSBT
4 ∼ GM•Ṁ
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星の構造によってエネルギー分布と fallback rateがどう変わるのか気になる。
[降着円盤] このデブリが再び RT にたどりついたときに降着円盤を形成すると仮定する。デブリの角運動量が保存すると仮定すると円盤の半径は 2RT である。円盤からの放射は標準円盤的だと仮定すると
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1 破壊前は ε = v2/2 − GM•/RT = 0 から破壊後は ∆ε = v2/2 −
GM•/(RT ±R⋆) のエネルギー幅を持って分布すると考えている。
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(2011)に依るところが大きい。
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Ṁpeak =
M⋆

3tfb
≃ 1.89× 1026 g s−1 R−3/2

⋆,0 M2
⋆,0M

−1/2
•,6 (9)

≃ 1.34× 102 ṀEdd η−1R
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Fig. 2 When a disruptive flyby occurs with pericentric distance 
rT> the bound debris starts to rain down on to the hole after a 
timelag -0.03 (Mh/106 M 0 )'12 years. This diagram shows 
schematically the subsequent behaviour of M. The peak infall rate 
is highly 'super-Eddington'. This debris forms a torus at r = rT 
within which radiation pressure is dominant. Its subsequent flow 
is controlled by viscosity, which is likely to operate on a timescale 
only a modest multiple of the rotation period at -rT (only a few 
hours). A thermal luminosity - LE can only be maintained for"' I 

year; thereafter the 'flare' would rapidly fade. 

orbital plane. Adiabatic cooling would severely reduce the inter-
nal radiative content before the debris became translucent. The 
'prompt' radiation from the unbound debris would therefore 
release less than the initial energy content of the star (just as a 
supernova would be optically inconspicuous were it not for 
continuing energy injection in the months after the explosion). 
There would therefore be no conspicuous flare until, as discussed 
above, the bound debris fell back onto the hole after a time 
delay t;. The main observable effects of the outflowing material 
would occur when it was decelerated by running into external 
diffuse matter. 

Ultraclose passages and relativistic effects 
The behaviour of stars passing well within the tidal radius rT 
exhibits special features, some of which have been discussed in 
a series of paper by Carter, Luminet and collaborators25

•
29

-
31

• 

Such stars are not only elongated along the orbital direction, 
but are even more severely compressed into a prolate shape 
(that is, a pancake aligned in the orbital plane). This compresson 
is halted by a shock, raising the matter (which then rebounds 
perpendicular to the orbital plane) to a higher adiabat. Also, 
there is the possibility of explosive energy release: the p-p 
reaction is too slow to release much energy on a dynamical 
timescale; however, proton capture on C, N and 0 can yield 
(for solar abundances) enough energy to unbind the star. The 
mean specific binding energy of the debris to the hole may then 
become negative, rather than being -(Gm*/r*). But we have 
seen that, even in the latter case, about half the debris is unbound 
because of the spread vorbll v in the energies at peri centre (where 
llv = v*). If a nuclear explosion were to enhance llv by some 
further factor, then the mass fraction escaping on hyperbolic 
orbits would still be -0.5, but the range of energies of the debris 
would be increased: some would escape with higher hyperbolic 
velocities, whereas some would be even inore tightly bound than 
before. To quantify this, one would need to know the angular 
distribution (in a frame sharing the star's mean motion) of the 
post-shock velocities, because velocity boosts perpendicular to 

the orbital plane yield only a second-order contribution, and 
are therefore less important than those in the plane. 

The orbits for which extreme compression occurs would enter 
regions where relativistic effects were more important than for 
those with r m;n = 'T· The orbits are then not ellipses, but may 
turn through 27r or even more. A test particle not exactly in the 
orbital plane (which in the case of an elliptical orbit would cross 
the plane just once at pericentre), may then have two or more 
traversals. There is then the possibility of multiple shocks30

•
31

• 

For hole masses Mh > 1 M 0, solar-type stars cannot be 
disrupted without entering the strongly relativistic domain. The 
form of the black hole (Schwarzschild or Kerr?) then has an 
important quantitative effect, as does (for a rotating Kerr hole) 
the orientation of the stellar orbit relative to the hole spin axis. 
Stars on counter-rotating orbits are more readily captured with 
the result that Kerr holes would spin down if they gained mass 
primarily from stellar capture32 • When the hole mass is » 108 M 8 , 

most main sequence stars would be swallowed whole ( rT < rg), 
and only giants would generate debris outside the hole 1•2 • 

Tidal dissipation without complete disruption? 
A star which does not pass close enough to the hole to suffer 
complete disruption may nevertheless be tidally distorted; if the 
associated dissipation exceeds m*u2

, the star may then be cap-
tured in an elliptical orbit around the hole, and suffer further 
dissipation on each successive pericentric passage. This process 
has been primarily discussed in the context of globular 
clusters22 - 24, where the star is of comparable mass to the compact 
object (stellar mass black hole or neutron star?); after capture, 
the orbit degrades and circularizes at a radius a few times 'T· 
One's first thought might therefore be that, in the present context, 
solar-type stars could be captured into near-circular orbits very 
tightly bound to a central massive hole. Such orbits at r = rT 
would have periods of a few hours (independent of Mh), and 
the orbital velocity would be -0.2 c--vastly higher, of 
course, than the speeds involved in ordinary binary systems. 

But there is a crucial new aspect to this tidal-capture mechan-
ism when a very massive black hole is involved. In acquiring a 
tightly bound circular orbit of radius rT, the star must dispose 
of an amount of energy m*c2(rT/ rg)- 1--larger by a factor 
(Mh/ m*f13 than its entire original gravitational self-binding 
energy r *' The circularization would therefore need to 
occur much slower than the star's thermal timescale. Of course, 
the star would, after the first few passages, acquire a spin rate 
synchronized with its orbital angular velocity at pericentre, and 
thereafter the dissipation could be reduced somewhat below the 
rates calculated in refs 22-24. 

Until appropriately detailed three-dimensional gas-dynamical 
calculations can be done, the fate of such stars will be an open 
question. It would seem more likely that, after the orbit had 
been 'ground down' by the first few passages (and the frequency 
of subsequent peri centre passages had become correspondingly 
higher), the star would inflate and get fully disrupted. The 
gaseous debris would then evolve essentially as the bound frac-
tion of the debris from the tidally disrupted stars discussed 
earlier. More uncertain would be the fate of a giant star, where 
the dissipation, occurring primarily in the envelope, could leave 
the core relatively undistorted and unscathed. (If internal dissi-
pation in the resultant torus were exceedingly low, the debris 
could deflate on the timescale -5 years into a thin ring 
at r = rT which could in principle be vulnerable to gravitational 
instability, leading to rebirth of a star (compare ref. 33). But 
this would require an effective viscosity parameter< 10-4

, which 
is perhaps implausibly low.) 

There is one further interesting mechanism for injecting stars 
into small tightly-bound orbits (though not necessarily as small 
as r = 'T· Diffusive stellar-dynamical processes could not inject 
stars into orbits with specific binding energies exceeding 
such velocities disruptive stellar collisions dominate 'Coulomb' 
encounters. But a fraction of the stars in the core of the galaxy 
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より縮まると潮汐力によって破壊されることがわかる。これはいわゆる cold近似と呼ばれるやつで、penetration parameterなどが入ってくるとややこしくなる (Steinberg et al. 2019)。また最近では core-envelope 構造がある場合の議論が partial TDEの文脈で注目される。ここで Schwartzschild半径を
RS =

2GM•

c2
≃ 2.95× 1011 cmM•,6 , (3)

である。一方で恒星がBHに吸い込まれないためには条件 RT >
RS が課されることから、潮汐破壊を起こすことができる BHの最大質量は
M•,H =

(
c6R3

⋆

8G3M⋆

)1/2

≃ 1.14× 108 M⊙ R3/2
⋆,0 M

−1/2
⋆,0 , (4)

となる。これはHills massと呼ばれる。Kerr BHなどの場合にどうなるか検討してみても面白い (Kesden 2012; Singh & Kesden
2024)。以下では簡単のため、放物線の pericenterが潮汐半径と一致する場合を論ずる。
[デブリの振る舞い] 潮汐破壊後のデブリの振る舞いを考える。デブリの運動は個々の粒子として ballistic に扱える (なぜ？おそらく重力が圧力勾配よりも大きいんだが、確認していない)。破壊前のデブリはエネルギーが 0としてよいが、破壊後のエネルギーは恒星の SMBHに近い部分と遠い部分の重力エネルギー

ほどの違いがあるので幅として1

∆ε =

(
−GM•

RT

)
−
(
− GM•

RT ±R⋆

)
≃ ±GM•

R2
T

R⋆ , (5)

の広がりを持つ。さらに、仮定としてデブリのエネルギー分布は一定とすると
dM
dε

≃ M⋆/2
∆ε

(6)

と近似できる。破壊後のデブリは各エネルギーに対応したKepler運動を行い、かつ RT に戻ってくる時間は Kepler time t =
2πGM•/(−2ε)3/2 で与えられるので fallback rateは
Ṁfb =

dM
dε

dε
dt

= Ṁpeak

(
t
tfb

)−5/3

, (7)

tfb =
2πGM•

(2|∆ε|)3/2 ≃ 40.9 dayR3/2
⋆,0 M

−1
⋆,0M

1/2
•,6 , (8)

Ṁpeak =
M⋆

3tfb
≃ 1.89× 1026 g s−1 R−3/2

⋆,0 M2
⋆,0M

−1/2
•,6 (9)

≃ 1.34× 102 ṀEdd η−1R
−3/2
⋆,0 M2

⋆,0M
−3/2
•,6 , (10)

where the Eddington luminosity and accretion rate are de-
fined by

LEdd =
4πGM•mpc

σT
≃ 1.26× 1038 erg s−1M•,0 , (11)

ṀEdd =
LEdd

ηc2
≃ 1.40× 1018 g s−1 η−1

−1M•,0 , (12)

respectively. The fallback rate becomes the Eddington one at

tEdd ≃ 18.9 tfb η
3/5
−1 R

−9/10
⋆,0 M6/5

⋆,0 M−9/10
•,6 , (13)

≃ 2.11 yr η3/5
−1 R

3/5
⋆,0 M

1/5
⋆,0 M−2/5

•,6 . (14)

星の構造によってエネルギー分布と fallback rateがどう変わるのか気になる。
[降着円盤] このデブリが再び RT にたどりついたときに降着円盤を形成すると仮定する。デブリの角運動量が保存すると仮定すると円盤の半径は 2RT である。円盤からの放射は標準円盤的だと仮定すると

R2σSBT
4 ∼ GM•Ṁ

R
, (15)

T ∼ 433 eV

(
R

6RS

)−3/4( t
tfb

)−5/12

R−3/8
⋆,0 M1/2

⋆,0 M−5/8
•,6 .

(16)

1 破壊前は ε = v2/2 − GM•/RT = 0 から破壊後は ∆ε = v2/2 −
GM•/(RT ±R⋆) のエネルギー幅を持って分布すると考えている。

© 2018 The Authors
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)−5/3

(12)
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X-ray TDEs (1990s~)
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Fig. 2. Summary of the main properties of the ROSAT events. The figures show the 
rise to the highest observed state of NGC 5905 during the RASS and an image of the 
host galaxy.

(Bade et al., 1996; Komossa and Bade, 1999; see also Li et al., 
2002), RXJ1242-1119 (Komossa and Greiner, 1999), RXJ1624+7554 
(Grupe et al., 1999), and RXJ1420+5334 (Greiner et al., 2000). 
Among these, NGC 5905 and RXJ1242-1119 are the best-covered 
events in terms of their long-term X-ray lightcurves, spanning time 
intervals of more than a decade, with amplitudes of decline larger 
than a factor of 1000 (Komossa et al., 2004; Halpern et al., 2004;
Komossa, 2005).

NGC 5905 was first noticed due to its luminous, soft (kT =
0.06 keV) X-ray emission with peak luminosity in the soft X-ray 
band of Lx,peak = 7 × 1042 erg/s during the RASS. It remained 
bright for at least ∼5 days (the time interval its position was re-
peatedly scanned during the RASS) increasing in luminosity to the 
observed peak. X-rays then declined on the timescale of months 
to years (Fig. 3). Within the errors, the X-rays came from the cen-
ter of this nearby barred spiral galaxy (z = 0.011; Fig. 2). While 
the X-ray spectrum was initially very soft, it had hardened signif-
icantly (!x = −2.4) 3 years later, when re-observed with ROSAT. 
The decline of its X-ray lightcurve is well consistent with the 
predicted t−5/3 law, as first reported based on its ROSAT obser-
vations (Komossa and Bade, 1999) and confirmed with Chandra
(Halpern et al., 2004). All observations of this event are in very 
good agreement with tidal disruption theory (Bade et al., 1996;
Komossa and Bade, 1999).

Whenever enough data exist, the ROSAT events, and most of 
the more recent soft X-ray TDEs (next section), follow a similar 
trend in spectral and lightcurve evolution as NGC 5905, providing 
independent evidence that the same mechanism was at work in all 
cases.

2.2. New soft X-ray TDEs and Swift follow-ups

More recently, similar X-ray events have been detected with 
Chandra and XMM-Newton, based on dedicated searches or seren-
dipitous discoveries. The XMM-Newton slew survey has been 
used to identify new bright TDEs based on a comparison with 
the ROSAT data base, and a few events have been found so 
far (Esquej et al., 2007, 2008; Saxton et al., 2012b). Among 
these, SDSSJ120136.02+300305.5 has the best-covered first-year 
lightcurve (Saxton et al., 2012b), based on follow-ups with XMM-
Newton and Swift. Overall, the X-rays continue fading after high-
state. Additional large-amplitude variability is apparent on the 
timescale of weeks (Fig. 4). The X-ray spectrum of SDSSJ120136.02+
300305.5, observed with XMM-Newton weeks and months after 
high-state is very soft (no photons detected beyond 2–3 keV), but 

Fig. 3. Joint X-ray lightcurve of the ROSAT TDEs, all shifted to the same peak time. 
The decline is consistent with a t−5/3 law (dashed lined). This point was first made 
based on the ROSAT data of NGC 5905 (Komossa and Bade, 1999), and later for the 
overall luminosity evolution of the sources displayed above (e.g., Fig. 1 of Komossa, 
2004). RXJ1242-1119 shows a further drop in X-rays at late times (not shown here), 
deviating from the early phase decline law, implying a total amplitude of decline of 
a factor ∼1000 (Komossa, 2005).

is not well fit with black-body emission. It is consistent with a 
broken powerlaw or a Bremsstrahlung-like spectral shape.

A few TDEs were identified in clusters of galaxies (Cappelluti 
et al., 2009; Maksym et al., 2010, 2013; Donato et al., 2014). The 
most likely counterpart of the source WINGS J1348 in Abell 1795 
is a dwarf galaxy, and the disrupting black hole is of relatively low 
mass, MBH < 106M⊙ (Maksym et al., 2013, 2014a; Donato et al., 
2014). A second candidate TDE hosted by a dwarf galaxy was re-
ported by Maksym et al. (2014b).

Other events emerged through systematic searches of the XMM-
Newton data base (Lin et al., 2011, submitted for publication) and 
new searches of the ROSAT data base (Khabibullin and Sazonov, 
2014; Maksym et al., 2014b). The events cover X-ray luminosi-
ties in the range (1042–several 1044) erg/s, and arise in relatively 
nearby galaxies (z = 0.03–0.2) which are optically quiescent (i.e., 
they lack the characteristic optical narrow emission lines of AGN). 
The Swift mission has been essential in providing rapid follow-ups 
of several of these events, confirming the fading X-rays, and pro-
viding tight constraints on the luminosity evolution.

Overall, the salient properties of the soft X-ray TDEs detected 
with ROSAT, XMM-Newton and Chandra can be summarized as fol-
lows:

• Peak luminosities are large, up to several 1044 erg/s in the soft 
X-ray band.

• Amplitudes of decline reach factors up to 1000–6000 (the 
ROSAT events), more than a decade after the observed high-
states.

• X-ray spectra are very soft during the high-states (kTBB ∼
0.04–0.1 keV), followed by a spectral hardening on the time 
scale of years.

• Host galaxies show essentially no evidence for permanent ac-
tivity as it is seen in AGN. Years after the flare (and before, 
when data exist), the galaxies are optically inactive, radio in-
active, and X-ray inactive.

• X-ray lightcurves decline on the timescale of months–years, 
and are overall consistent with the law L ∝ t−5/3 predicted by 
the fall-back model of tidal disruption theory.

Table 1 (Continued)

Name Surveya Waveband Redshift
log LBB

b

(erg s−1) log TBB (K) Referencec

AT2018lna/ZTF19aabbnzo ZTF O 0.091 44.56 4.59 van Velzen et al. 2021
AT2018lni/ZTF18actaqdw ZTF O 0.138 44.21 4.38 van Velzen et al. 2021
AT2019ahk/ASASSN-19bt ASAS-SN O 0.0262 44.08 4.30 Holoien et al. 2019b
AT2019azh/ASASSN-19dj ASAS-SN O 0.0222 44.50 4.51 van Velzen et al. 2021
AT2019bhf/ZTF19aakswrb ZTF O 0.1206 43.91 4.27 van Velzen et al. 2021
AT2019cho/ZTF19aakiwze ZTF O 0.193 43.98 4.19 van Velzen et al. 2021
AT2019dsg/ZTF19aapreis ZTF O 0.0512 44.26 4.59 van Velzen et al. 2021
AT2019ehz/Gaia19bpt Gaia O 0.074 44.03 4.34 van Velzen et al. 2021
AT2019eve/ZTF19aatylnl ZTF O 0.0813 43.14 4.06 van Velzen et al. 2021
AT2019lwu/ZTF19abidbya ZTF O 0.117 43.60 4.14 van Velzen et al. 2021
AT2019meg/ZTF19abhhjcc ZTF O 0.152 44.36 4.44 van Velzen et al. 2021
AT2019mha/ATLAS19qqu ATLAS O 0.148 44.05 4.35 van Velzen et al. 2021
AT2019qiz/ZTF19abzrhgq ZTF O 0.0151 43.44 4.27 van Velzen et al. 2021

aSurvey that first discovered the nuclear transient.
bIntegrated blackbody luminosity except for X-ray selected TDEs for which the absorbed luminosity in the 0.3–2-keV band is given.
cPublication in which the luminosity and temperature were used.
Abbreviations: ASAS-SN, All-Sky Automated Survey for Supernovae; GALEX,Galaxy Evolution Explorer; ND, no data; OGLE, Optical Gravitational
Lensing Experiment; PS, Pan-STARRS; PTF, Palomar Transient Factory; SDSS, Sloan Digital Sky Survey; XMM, XMM-Newton; ZTF, Zwicky Transient
Facility.
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Figure 2
(a) Cumulative histogram of TDEs reported in the literature, color-coded by the wavelength in which they
were discovered: X-ray (black), UV (blue), gamma-ray (purple), and optical (green). (b) Peak luminosity versus
blackbody temperature for 56 TDEs reported in the literature, color-coded by the wavelength in which they
were discovered: UV-optical (green), X-ray (black), and 10 of the UV-optically selected TDEs with detected
X-ray components (gray). The UV-optical luminosities are calculated for the entire blackbody, whereas the
X-ray luminosities are only for the 0.3–2-keV band but should account for most of the bolometric
luminosity given the extremely soft temperatures observed. The region of expected thermal emission from a
circularized debris disk formed from the tidal disruption of a solar-type star by a ∼106–108 M! black hole is
shown in orange. Note that neither of the two components are in agreement with emission expected from a
simple debris disk.
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Observation: X-rays
Komossa15

ROSAT all sky survey: 1990-91
　20% of sky @0.1-2.4 keV

✓In galactic nuclear regions
(not AGN)

✓Lx~1044 erg/s (~LEdd)
✓kT~0.1keV
✓L ~ t-5/3

Gezari21



Optical TDEs (2010s~)

Table 1 (Continued)

Name Surveya Waveband Redshift
log LBB

b

(erg s−1) log TBB (K) Referencec

AT2018lna/ZTF19aabbnzo ZTF O 0.091 44.56 4.59 van Velzen et al. 2021
AT2018lni/ZTF18actaqdw ZTF O 0.138 44.21 4.38 van Velzen et al. 2021
AT2019ahk/ASASSN-19bt ASAS-SN O 0.0262 44.08 4.30 Holoien et al. 2019b
AT2019azh/ASASSN-19dj ASAS-SN O 0.0222 44.50 4.51 van Velzen et al. 2021
AT2019bhf/ZTF19aakswrb ZTF O 0.1206 43.91 4.27 van Velzen et al. 2021
AT2019cho/ZTF19aakiwze ZTF O 0.193 43.98 4.19 van Velzen et al. 2021
AT2019dsg/ZTF19aapreis ZTF O 0.0512 44.26 4.59 van Velzen et al. 2021
AT2019ehz/Gaia19bpt Gaia O 0.074 44.03 4.34 van Velzen et al. 2021
AT2019eve/ZTF19aatylnl ZTF O 0.0813 43.14 4.06 van Velzen et al. 2021
AT2019lwu/ZTF19abidbya ZTF O 0.117 43.60 4.14 van Velzen et al. 2021
AT2019meg/ZTF19abhhjcc ZTF O 0.152 44.36 4.44 van Velzen et al. 2021
AT2019mha/ATLAS19qqu ATLAS O 0.148 44.05 4.35 van Velzen et al. 2021
AT2019qiz/ZTF19abzrhgq ZTF O 0.0151 43.44 4.27 van Velzen et al. 2021

aSurvey that first discovered the nuclear transient.
bIntegrated blackbody luminosity except for X-ray selected TDEs for which the absorbed luminosity in the 0.3–2-keV band is given.
cPublication in which the luminosity and temperature were used.
Abbreviations: ASAS-SN, All-Sky Automated Survey for Supernovae; GALEX,Galaxy Evolution Explorer; ND, no data; OGLE, Optical Gravitational
Lensing Experiment; PS, Pan-STARRS; PTF, Palomar Transient Factory; SDSS, Sloan Digital Sky Survey; XMM, XMM-Newton; ZTF, Zwicky Transient
Facility.
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Figure 2
(a) Cumulative histogram of TDEs reported in the literature, color-coded by the wavelength in which they
were discovered: X-ray (black), UV (blue), gamma-ray (purple), and optical (green). (b) Peak luminosity versus
blackbody temperature for 56 TDEs reported in the literature, color-coded by the wavelength in which they
were discovered: UV-optical (green), X-ray (black), and 10 of the UV-optically selected TDEs with detected
X-ray components (gray). The UV-optical luminosities are calculated for the entire blackbody, whereas the
X-ray luminosities are only for the 0.3–2-keV band but should account for most of the bolometric
luminosity given the extremely soft temperatures observed. The region of expected thermal emission from a
circularized debris disk formed from the tidal disruption of a solar-type star by a ∼106–108 M! black hole is
shown in orange. Note that neither of the two components are in agreement with emission expected from a
simple debris disk.
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Observation: Optical
Gezari21

such that half the mass is gravitationally bound to the black hole (!ϵ < 0) and, thus, available to be
accreted. The fallback timescale (tfb), the characteristic minimum timescale in a TDE, is defined
as the orbital period of the most bound debris,

tfb = 2πGMBH(2E )−3/2 = π

M⋆

(
MBHR3

⋆

2G

)1/2

= 0.11 year r3/2⋆ M1/2
6 m−1

⋆ . 4.

The fact that tfb scales with the square root of the black hole mass implies that the timing of
TDE flares should in principle be used to yield information on the mass of the central black hole.
Another fundamental property of the fallback of the debris streams is that if their specific energy
distribution is uniform, i.e., dE/dM = 0, then the rate at which material returns to pericenter can
be derived as

dM
dE

dE
dt

= 2π
3

(GMBH)2/3
dM
dE

t−5/3 5.

and follows a power law, dM/dt ∝ (t − tD)−5/3. In the case of a partial disruption, a steeper power-
law decline is expected, dM/dt ∝ (t − tD)−9/4 (Coughlin & Nixon 2019). In addition, the internal
structure (Ramirez-Ruiz & Rosswog 2009, Guillochon & Ramirez-Ruiz 2013, Golightly et al.
2019b) and spin (Golightly et al. 2019a) of the star, as well as the spin of the black hole (Kesden
2012b, Gafton & Rosswog 2019) and the impact parameter of the star’s orbit (Gafton & Rosswog
2019), will have an imprint on the energy distribution of the debris and, thus, the fallback rate.

One of the most remarkable observed characteristics of TDEs is that, at face value, they appear
to have a light curve that follows the general shape of the theoretical TDE fallback rate (Figure 4).
In fact, when one fits a t−5/3 power law to the light curve on its decline from peak, there is a strong
correlation between the time of peak since the inferred time of disruption, !t = (tpeak − tD), and

AT2018lna
AT2019azh
PS1-10jh
AT2019meg
AT2019mha
PS1-11af
AT2019ehz
AT2019cho
AT2019ahk
PTF-09ge
AT2019qiz

t–5/3

lo
g[
L B

B (
er

g 
s–1

)]

42.5
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43.5

44.0

44.5

–100 –50 0 50 100 150 200
Days since peak

Figure 4
Compilation of bolometric luminosity curves of TDEs with well-sampled prepeak optical light curves,
labeled by their AT name, with the exception of PS1-10jh, PS1-11af, and PTF-09ge. The light curves were
constructed by scaling the r-band light curve by the peak bolometric luminosity determined from a
blackbody fit to the optical+UV photometry reported by van Velzen et al. (2020) and assuming no evolution
in temperature. In the case of PTF-09ge, no UV observations were taken at the time of the event, and so the
bolometric luminosity is estimated from its optical spectrum. In the case of AT2019ahk/ASASSN-19bt, I
plot the Swift uvw2 light curve scaled by the peak bolometric luminosity. Also shown is a t−5/3 power-law
decline fit to these curves after peak. Abbreviation: AT, astronomical transient.
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✓In galactic nuclear regions
(not AGN)

✓Lx~1044 erg/s (~LEdd)
✓T~30000K, Rbb~1015cm
✓L ~ t-5/3

Gezari21



Models of optical TDEs
1) Reprocessing 2) Shock interaction

Piran+15,Krolik+16,Ryu+20Strubbe&Quataert09,
Metzger&Stone16,Dai+18

3) Cooling Envelope
Loeb&Ulmer97,Metzger22



1)Reprocessing model
950 B. D. Metzger and N. C. Stone

Figure 1. Schematic illustration of TDE inflow–outflow geometry and thermal emission. Stellar debris following the disruption returns to pericentre at a rate
Ṁfb (dark blue). Due to the low gravitational binding energy of the debris and its inability to cool radiatively (equation 8), only a small fraction fin ! 0.1
joins the inner disc and accretes on to the SMBH (red). The vast majority is instead unbound in a wind (blue) of velocity vej ∼ 104 km s−1 (equations 12
and 13), which accumulates in an outer shell of radius Rej and mass Mej ≈ M⋆/2 (light blue). Extreme EUV/X-ray radiation from the inner accretion disc
(red photons) is initially trapped behind the expanding wind ejecta in a hot nebula of radius Rin (pink). Nebular radiation ionizes the inner wind to a depth
" (dot–dashed yellow line), which remains less than the ejecta thickness for several fall-back times (tion " few tfb; equation 43) for massive SMBHs (M• !
107 M⊙; Fig. 5). EUV/X-rays absorbed by the neutral gas are re-emitted at optical/UV wavelengths, where the lower optical depth set by electron scattering
allows their escape (yellow photons), producing a luminous flare. Lower densities perpendicular to the plane of disruption may allow X-rays to escape from
this nebula preferentially along these polar directions, resulting in a possible viewing angle dependence of the thermal X-ray luminosity. Broad emission lines
of hydrogen or helium (dashed yellow photon) may originate directly from the photoionized region, or from larger radii outside the optical photosphere in the
inner wind or outer shell.

This paper is organized as follows. In Section 1.1, we provide a brief overview of the model, which highlights key differences with past
work on optical emission from ‘super-Eddington’ winds (Strubbe & Quataert 2009; Lodato & Rossi 2011). In Section 2, we briefly review
essential elements of TDE physics. In Section 3, we describe the properties of the unbound outflow, and of the smaller fraction which is
accreted by the SMBH. In Section 4, we present a toy model for the evolution of the hard (ionizing) and soft (optical) radiation behind the
ejecta. This model describes the physical process by which the accretion power is converted to optical radiation and quantifies the radiative
efficiency of TDEs. Section 5 describes the ionization state of the ejecta, exploring over what range of conditions hard-UV/X-ray photons
are trapped, with implications for the diversity of thermal TDE flare phenomena. In Section 6, we describe the temperature evolution of
the reprocessed emission. In Section 7, we discuss an implications of our model for the cosmological evolution of the mass and spin of
supermassive SMBHs, and discuss how high-measured spin values provide tentative evidence for a low accretion efficiency in TDEs. In
Section 8, we discuss our results and summarize our conclusions.

1.1 Overview of the model

Fig. 1 provides a schematic illustration of our model. A main assumption is that only a small fraction fin ! 0.1 of the infalling tidal debris joins
the inner Keplerian disc near the circularization radius and accretes on to the SMBH. The vast majority is instead unbound from the same
location in a slow wind of velocity vej ∼ 104 km s−1. This velocity is lower than the escape speed near the circularization radius, because it is
set by the gravitational binding energy released by the smaller accreted fraction (Section 3). Due to their high initial pressure, the ejecta spread

MNRAS 461, 948–966 (2016)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/461/1/948/2595326 by C
olum

bia U
niversity user on 26 Septem

ber 2022

✓Assumption: Rapid disk formation (“Circularization”)
✓Disk is covered by opt. thick outflow or envelope.
✓X-rays are absorbed and re-emitted in optical.

Strubbe&Quataert09,Metzger&Stone16,Dai+18



2)Shock interaction model

✓Assumption: Inefficient circularization
✓ Inverse energy problem:

Eacc~1e+53erg & Ecirc~1e+52erg >> Eopt~1e+51erg 
✓Shock forms at ~ apocenter of bound debris.

Piran+15,Krolik+16,Ryu+20

3.2. Formation of Shocks

It is convenient to divide the multiple shocks by approximate
location: pericenter or apocenter. The compression and heating
of the gas near the pericenter are depicted in detail in Figure 8.
When the incoming stream is narrow and well defined (the two
upper panels at t t0), the nozzle shock structure can be
described in terms of two components. As the different portions
of the returning stream converge, adiabatic compression raises
the temperature at the center of the stream. The shock itself
runs more or less radially across the stream, extending both
inward and outward from the stream center. However, at later
times (beginning at t t0), the structure becomes more
complex. The matter that has been deflected onto lower
angular momentum orbits circulates in the region inside rp and
develops a pair of nearly stationary spiral shocks. The shock
closest to the position of the nozzle shock stretches
progressively farther outward, reaching ∼2000rg by t; 2t0 (see
Figure 4). However, while the shock extends to greater radii, it
also loses strength. A similar progressive widening and
weakening of the nozzle shock was found by Shiokawa et al.
(2015).
Outgoing previously returned matter intersects the path of

newly arriving matter in the apocenter region because a
combination of apsidal rotation due to the finite duration of the
disruption and relativistic apsidal precession causes earlier and
later stream orbits to be misaligned (Shiokawa et al. 2015).
When the apocenter shock first forms, it is relatively close to
the BH (1000rg), because the very first debris to return has
orbital energy more negative than −ΔE. As the mass return
rate rises, its orbital energy also increases, so the debris
apocenter moves outward. However, even at t ; t0, when the
shock is located at r; 6000rg, it is found closer to the BH than
the apocenter distance corresponding to E=−ΔE, because the
outgoing stream has lost orbital energy to dissipation in the
nozzle shock. At still later times, the apocenter shock moves
farther inward, as the mean energy of the previously shocked
matter decreases further.
Some of the outgoing material, upon collision with the

incoming stream, is deflected both horizontally and vertically.
In the left panel of Figure 9, we show the temperature

Figure 4. The density distribution around the BH excision (yellow dot) in the
equatorial plane at four different times, t/t0 = 0.5, 1, 2, and 3. The extent of the
inset is 500rg.

Figure 5. Accumulated mass normalized by Må as a function of the distance
from the SMBH at t/t0 ; 0.5, 1, 2, and 3. The dashed black vertical line
indicates the pericenter distance of the original stellar orbit. The mass expelled
through the radial inner boundary at r = 40rg is included as if the accreted mass
is confined within r = 40rg.
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①

②

product of the specific dissipated energy and the mass
return rate.

This model should be qualitatively valid so long as the
apsidal precession angle of the debris stream upon returning to
the pericenter is <O(1). Large precession happens only for the
small fraction of the events in which the disruption takes place
at less than about 10 gravitational radii from the black hole (Dai
et al. 2015; Krolik et al. 2020). Because the orbital energy loss
in shocks near the apocenter is insufficient to circularize the
tidal streams, and the formerly stellar matter has low specific
angular momentum, the bound gas settles into an elliptical disk
with a characteristic length scale ∼a0, which is a factor

( )~ ~ ´M M 100BH
1 3 larger than the compact circular disk

(radius ;2rt) often assumed to be the result of this process.
As demonstrated in Piran et al. (2015), this model predicts

the characteristic scale of the peak luminosity, blackbody
temperature, and line widths of TDEs. When extended to
consider X-ray and radio observations, it also matches quite
well the multiwavelength properties of an individual event,
ASASSN 14li (Krolik et al. 2016). However, these earlier
efforts made cruder estimates of what we now call Ξ, making
use of the correction factor for the energy width suggested by
Phinney (1989). We improve their model by taking into
account the Ξ correction and then demonstrating how this
model can be used for inferring M and MBH more generally.

As the typical energy of the bound material does not depend
strongly on the star’s pericenter provided it is greater than a few
gravitational radii (Tejeda et al. 2017; Gafton & Rosswog 2019;
Ryu et al. 2020d) and small enough to produce a full
disruption, the system is characterized by three parameters,
the black hole mass MBH, the stellar mass M and the stellar
radius R . Adopting a phenomenological - M R relation
(Ryu et al. 2020b),
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reduces this list to two.
The energy is produced by the infall of tidal streams to the

previously described irregular accretion flow; we quantify the
dissipation by supposing this flow has size c1a0 and the shocks
dissipate the associated freefall kinetic energy. The period of
peak mass fallback begins at t0 after stellar pericenter passage.
Here
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The apocenter distance a0 is determined almost entirely by
MBH and is nearly independent of M (see Figure 3). This
occurs because the M 2 9 dependence (Equation (4)) is almost
canceled by the gradual decrease of Ξ−1 with M . Note that

( )pDWc a 41 0
1 2 is equivalent to what is often called the

“blackbody radius.”
Because t0, which is shown in Figure 4, is the orbital period

for semimajor axis a0/2, the shocks at ∼a0 from the black hole
begin at a time 1.5t0 after the star passes pericenter, shortly
after the peak mass fallback rate is reached. At this time, the
peak fallback rate is ( ) = M M t3max 0 if the mass fallback rate

post-peak is µ -t 5 3, which is generally a good approximation
for full disruptions. Consequently, the maximal rate at which
the outer shocks dissipate energy Lmax is

( )


=

= ´ X- - -


L
GM M

c a

c M M4.3 10 erg s . 6

max
BH max

1 0
43

1
1 4 9

BH,6
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We take c1=1 as a fiducial value in the absence of more
information. Figure 5 shows a contour plot for Lmax. As this
figure clearly shows, Lmax is more strongly dependent on M
than onMBH. In fact, the explicit dependence of Lmax onMBH is
so weak, it depends on MBH principally through Ξ. The net
result is that Lmax is greatest for small MBH and large M and
least for large MBH and small M .
This estimate would not hold if the dissipated heat were not

radiated promptly. For example, Jiang et al. (2016) simulated a
collision between two debris streams and found that the energy
dissipated in the shock is returned to kinetic energy by adiabatic
expansion before many photons can diffuse out. However, this
result depends directly upon the assumption that the streams
interact in isolation. As pointed out by Piran et al. (2015), this is

Figure 3. Apocenter distance a0 in units of cm (Equation (4)). In our model
c a1 0 is the size of the emitting region.

Figure 4. Characteristic return time t0 in units of seconds (Equation (5)).
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product of the specific dissipated energy and the mass
return rate.

This model should be qualitatively valid so long as the
apsidal precession angle of the debris stream upon returning to
the pericenter is <O(1). Large precession happens only for the
small fraction of the events in which the disruption takes place
at less than about 10 gravitational radii from the black hole (Dai
et al. 2015; Krolik et al. 2020). Because the orbital energy loss
in shocks near the apocenter is insufficient to circularize the
tidal streams, and the formerly stellar matter has low specific
angular momentum, the bound gas settles into an elliptical disk
with a characteristic length scale ∼a0, which is a factor

( )~ ~ ´M M 100BH
1 3 larger than the compact circular disk

(radius ;2rt) often assumed to be the result of this process.
As demonstrated in Piran et al. (2015), this model predicts

the characteristic scale of the peak luminosity, blackbody
temperature, and line widths of TDEs. When extended to
consider X-ray and radio observations, it also matches quite
well the multiwavelength properties of an individual event,
ASASSN 14li (Krolik et al. 2016). However, these earlier
efforts made cruder estimates of what we now call Ξ, making
use of the correction factor for the energy width suggested by
Phinney (1989). We improve their model by taking into
account the Ξ correction and then demonstrating how this
model can be used for inferring M and MBH more generally.

As the typical energy of the bound material does not depend
strongly on the star’s pericenter provided it is greater than a few
gravitational radii (Tejeda et al. 2017; Gafton & Rosswog 2019;
Ryu et al. 2020d) and small enough to produce a full
disruption, the system is characterized by three parameters,
the black hole mass MBH, the stellar mass M and the stellar
radius R . Adopting a phenomenological - M R relation
(Ryu et al. 2020b),
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The energy is produced by the infall of tidal streams to the

previously described irregular accretion flow; we quantify the
dissipation by supposing this flow has size c1a0 and the shocks
dissipate the associated freefall kinetic energy. The period of
peak mass fallback begins at t0 after stellar pericenter passage.
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The apocenter distance a0 is determined almost entirely by
MBH and is nearly independent of M (see Figure 3). This
occurs because the M 2 9 dependence (Equation (4)) is almost
canceled by the gradual decrease of Ξ−1 with M . Note that

( )pDWc a 41 0
1 2 is equivalent to what is often called the

“blackbody radius.”
Because t0, which is shown in Figure 4, is the orbital period

for semimajor axis a0/2, the shocks at ∼a0 from the black hole
begin at a time 1.5t0 after the star passes pericenter, shortly
after the peak mass fallback rate is reached. At this time, the
peak fallback rate is ( ) = M M t3max 0 if the mass fallback rate

post-peak is µ -t 5 3, which is generally a good approximation
for full disruptions. Consequently, the maximal rate at which
the outer shocks dissipate energy Lmax is
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We take c1=1 as a fiducial value in the absence of more
information. Figure 5 shows a contour plot for Lmax. As this
figure clearly shows, Lmax is more strongly dependent on M
than onMBH. In fact, the explicit dependence of Lmax onMBH is
so weak, it depends on MBH principally through Ξ. The net
result is that Lmax is greatest for small MBH and large M and
least for large MBH and small M .
This estimate would not hold if the dissipated heat were not

radiated promptly. For example, Jiang et al. (2016) simulated a
collision between two debris streams and found that the energy
dissipated in the shock is returned to kinetic energy by adiabatic
expansion before many photons can diffuse out. However, this
result depends directly upon the assumption that the streams
interact in isolation. As pointed out by Piran et al. (2015), this is

Figure 3. Apocenter distance a0 in units of cm (Equation (4)). In our model
c a1 0 is the size of the emitting region.

Figure 4. Characteristic return time t0 in units of seconds (Equation (5)).
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3)Cooling envelope model

✓Assumption: Inefficient circularization
✓Debris virializes and forms an opt. thick envelope. 
✓Envelope cools over KH timescale with L_Edd.

Loeb&Ulmer97,Metzger22

many orbits of the most tightly bound debris), then powering
the optical luminosities of TDEs requires tapping directly into
the limited amount of energy dissipated by stream–stream
collisions (e.g., Piran et al. 2015). On the other hand, if even a
modest fraction of the bound debris reaches small scales around
the SMBH, the resulting accretion power can be sufficient to
power the observed UV/optical emission, e.g., via the
reprocessing of disk-emitted X-rays by radially extended
material (e.g., Metzger & Stone 2016; Roth et al. 2016; Dai
et al. 2018), such as bound tidal debris (e.g., Guillochon &
Ramirez-Ruiz 2013), wide-angle unbound outflows generated
during the circularization process (e.g., Metzger & Stone 2016;
Lu & Bonnerot 2020), or accretion disk winds (e.g., Strubbe &
Quataert 2009; Miller 2015; Dai et al. 2018; Wevers et al.
2019). The geometric beaming of thermal X-rays from the
inner accretion flow along the low-density polar regions of the
reprocessing structure offers a unification scheme for the
optical and X-ray properties of TDEs based on the observer
viewing angle (e.g., Metzger & Stone 2016; Dai et al. 2018).
However, while some TDEs exhibit clear evidence for outflows
(e.g., Miller et al. 2015; Alexander et al. 2017; Kara et al.
2018), the mass-loss rates required to sustain the large
photosphere radii in outflow reprocessing scenarios may in
some events be unphysically large (e.g., Matsumoto &
Piran 2021).

Some observations hint that the peak SMBH accretion rate
can be significantly delayed with respect to the optical peak.
While a handful of powerful jetted TDEs exhibit bright
nonthermal X-ray and radio emission (e.g., Bloom et al. 2011;
Burrows et al. 2011), most TDEs are radio dim (e.g., Alexander

et al. 2020), excluding powerful off-axis jets (e.g., Generozov
et al. 2017). Nevertheless, several TDEs exhibit late-time radio
flares, indicating mildly relativistic material ejected from the
vicinity of the SMBH, but delayed from the optical peak by
several months to years (e.g., Horesh et al. 2021a, 2021b;
Cendes et al. 2022; Sfaradi et al. 2022). A potentially related
occurrence is the coincident detection of high-energy neutrinos
from three optical TDEs by IceCube (van Velzen et al. 2021b;
Stein et al. 2021; Reusch et al. 2022), each of which also
arrived several months after the optical peak. State transitions
in the accretion flow offer one potential explanation for the
delayed onset of jetted accretion activity (e.g., Giannios &
Metzger 2011; Tchekhovskoy et al. 2014). Delayed circular-
ization leading to delayed disk formation (as invoked to explain
similarly delayed rises in the X-ray emission; e.g., Gezari et al.
2017) offers another.
Even rapid and efficient circularization may not, however,

create a compact disk, at least initially. Loeb & Ulmer (1997)
assume that the TDE debris forms a spherical radiation-
dominated hydrostatic envelope encasing the SMBH. Coughlin
& Begelman (2014) emphasize that the low angular momenta
of TDE debris relative to their binding energy (i.e.,
“circularization” radii = “virial” radii) endow the circularized
structure with properties quite unlike thin Keplerian disks, due
to their much larger radial extent and propensity to launch
outflows/jets along an extremely narrow polar funnel. While
this structure may briefly manifest as a high-eccentricity disk
(e.g., Cao et al. 2018; Liu et al. 2021), dissipation within this
geometrically thick (e.g., Steinberg & Stone 2022) confluence
of differentially precessing annuli will likely be strong (e.g.,
Bonnerot et al. 2017; Ryu et al. 2021). And once thermal
pressure provides the support against gravity, the bound debris
may arguably be modeled most simply as a quasi-spherical
“envelope” (Loeb & Ulmer 1997). A quasi-spherical emission
surface is supported by spectropolarimetry observations of
some TDEs (e.g., Patra et al. 2022).
Recently, Steinberg & Stone (2022) presented three-dimen-

sional radiation hydrodynamical simulations of the tidal
disruption of a solar-mass star by a 106 Me black hole, for
the most common (but most computationally challenging) case
of a β= 1 orbit penetration factor. Unlike the findings or
assumptions of most previous works, they find rapid
circularization of the debris streams within a short time (70
days), comparable to the fallback time of the most tightly
bound debris. A possible explanation for their result is stronger
tidal compression and heating of the streams as they pass
through pericenter compared to that found in previous work
(e.g., Guillochon & Ramirez-Ruiz 2013; Bonnerot & Lu 2022)
owing to the inclusion of recombination energy in the assumed
equation of state. Steinberg & Stone (2022) further show that
radiative diffusion from the extended circularized envelope
generates a rising optical light curve with an effective
temperature consistent with those of optically selected TDE
flares. Rapid circularization was also found in general
relativistic hydrodynamical simulations of a similar 1:106 mass
ratio system by Andalman et al. (2022), in the case of a higher
β= 7 encounter for which rapid stream–stream collisions
driven by general relativistic precession play a decisive role in
circularization.
Motivated in part by these recent findings of rapid

circularization even across the most commonly sampled
regions of TDE parameter space, here we present a model for

Figure 1. Schematic illustration of the model. Rapid circularization of the TDE
debris forms a quasi-circular pressure-supported envelope around the SMBH of
characteristic radius Rv and photosphere radius Rph ∼ 10Rv that powers the
early optical emission. The envelope luminosity Lrad primarily derives from the
gravitational energy released from its cooling-driven contraction at close to the
Eddington limit, though fallback accretion (which deposits its energy at a
radius Racc  Rv, where the stream dissolves inside the envelope after passing
through pericenter) may contribute significantly at early times. As the envelope
cools and contracts, roughly as Rv ∝ Rph ∝ t−1 initially, the effective
temperature rises Teff ∝ t1/2 while the optical luminosity
n µ µn

-L R T tph
2

eff
3 2 drops. The SMBH accretion rate rises in tandem, as

controlled by the envelope density and viscous time near the circularization
radius, potentially powering thermal X-ray and/or jetted activity along the
initially narrow polar funnel. The inner accretion flow also acts as a source of
energy to the envelope, which can delay the envelope’s contraction in a
regulated manner, flattening the late-time optical and X-ray light-curve decay.
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the long-term evolution and emission from TDE envelopes
following their formation. Though following in spirit Loeb &
Ulmer (1997), we make different assumptions and track the
time evolution of the envelope size in light of various cooling
and heating processes, including SMBH feedback. The
proposed model of TDE emission as being driven by the
thermal evolution of a spherical envelope, while clearly
oversimplified in many respects, may nevertheless provide a
new view on open questions, such as the timescale and shape of
the light-curve decay and the origin of the observed delay
between the optical peak and those physical processes (soft
X-ray emission, radio flares, fast outflows, neutrino production)
instead driven by the innermost SMBH accretion flow.

This paper is organized as followed. In Section 2 we present
the model for the envelope evolution. In Section 3 we present
our results, first focusing on a single fiducial model and
dissecting the impact of different physical processes
(Section 3.1) and then comparing the light-curve predictions
across a range of star and SMBH properties to TDE
observations (Section 3.2). In Section 4 we summarize our
findings, expand on some implications, and comment on
directions for future work.

2. Model

We model the long-term evolution of a quasi-spherical TDE
envelope under the assumption of prompt circularization (see
Figure 1 for a schematic illustration). We first describe the
initial conditions imparted by the tidal disruption process
(Section 2.1) and then the details of the envelope evolution
(Section 2.2).

2.1. Tidal Disruption and Envelope Formation

A star of mass Må=måMe and radius Rå is tidally disrupted
if the pericenter radius of its orbit, Rp, becomes less than the
tidal radius (e.g., Hills 1975)
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where the factor k has a weak dependence on the penetration
factor β (Stone et al. 2013; Guillochon & Ramirez-Ruiz 2013)
and hereafter we shall take k; 0.8 corresponding to a β= 1
disruption for a γ= 5/3 polytropic star. The resulting rate of

mass fallback at time t? tfb is given by
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where Macc; 0.4Må is the fraction of the star accreted at t> tfb
(the remainder ∼0.1 Må being accreted during the rise phase at
t< tfb; this fraction in general depends on the outer density
structure of the star).
The peak Eddington ratio of the fallback rate,
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exceeds unity, where  º ( )M L c0.1Edd Edd
2 ,

LEdd= 4πGM•c/κes≈ 1.4× 1044M•,6 erg s−1, and κes≈ 0.35
cm2 g−1 is the electron scattering opacity.
Motivated by recent simulations (e.g., Andalman et al. 2022;

Steinberg & Stone 2022), we assume rapid circularization of
the initial tidal debris into a quasi-spherical envelope, on a
timescale tcirc∼ tfb. We further assume that the envelope
possesses a power-law radial density profile with a character-
istic radius Rv and a sharp outer edge:
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3 however, the qualitative features of the model should
be preserved for other choices 1 ξ 3 (the “ZEBRA” models
of Coughlin & Begelman 2014 predict 1/2< ξ< 3 for an
adiabatic index γ= 4/3). Neglecting wind mass loss or SMBH
accretion, the envelope mass grows with time t> tfb as
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We estimate the characteristic initial radius of the envelope
Rv (“virial radius”) by equating the energy of the bound stellar
debris,  =∣ ∣E kGM M R Rt t•

2, to half of its gravitational
binding energy |Eb|= 4π∫GM•ρrdr= 4GM•Me/5Rv:
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where in the second line and hereafter we take k= 0.8.
The envelope is notably much larger than the circularization

radius, Rcirc= 2Rt,
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3 Steinberg & Stone (2022) found ρ ∝ r−1.3 out to a break radius Rb ∼ 1014

cm and ρ ∝ r−4 at r? Rb (E. Steinberg 2022, private communication).
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3.1. Fiducial Model

3.1.1. Pure Cooling (Kelvin–Helmholtz Contraction)

Solid lines in Figure 2 show results for the envelope
evolution, neglecting accretion or feedback onto the SMBH.
The envelope radius Rv and photosphere radius Rph begin large
but gradually decay with time, with Rv reaching Rcirc by around
day 130 measured with respect to the envelope assembly (time
tcirc∼ tfb after the disruption). Likewise, while the bolometric
luminosity is at or slightly above the Eddington luminosity of
the SMBH at all times, the optical decays from its initial value
νLν 1043 erg s−1 roughly∝ t−3/2, as the effective temper-
ature rises. These results can largely be understood analytically.

Neglecting fallback heating, Equation (14) becomes
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is the “Kelvin–Helmholtz” time and tKH,0= tKH(Rv= Rv,0)
defines its initial value.6 Making use of Equation (2), we see
that
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The fact that tKH/t= 1 at times t tfb∼ tcirc implies that (1)
thermal equilibrium can be established on the timescale the
envelope is being assembled and will remain so at later times,
and (2) if the assembly process itself is not rapid (taking place
over a timescale 0.1–1 tfb, depending on the SMBH mass),
then the light-curve properties near peak light will depend on
the assembly history and hence may not be captured by our
model, which assumes instantaneous assembly (we return to
this point in Section 3.2).
Figure 2 shows that the envelope luminosity (Equation (15))

roughly obeys Lrad; LEdd with the fallback luminosity Lfb
(Equation (19)) boosting this value only moderately at early
times. Indeed, from Equations (3), (20), and (27) we obtain
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a result that is notably independent of må and M•. Fallback
accretion thus contributes at an order-unity level to the
envelope luminosity at early times t∼ tfb but becomes
comparatively less important with time relative to the passive
envelope cooling.
Approximating Lrad; LEdd and using Equations (15), (17),

and (27), the effective temperature evolves according to
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The predicted gradual rise in Teff∝ t1/2 is consistent with that
shown in Figure 2 and similar to that of observed TDE UV/
optical flares (e.g., van Velzen et al. 2021a, their Figure 5).

Figure 2. Evolution of TDE cooling envelope model with Må = Me,
M• = 2 × 106 Me, β = 1, shown as a function of time since the circulariza-
tion/envelope assembly time t = tfb. Solid lines show a model neglecting mass
accretion onto the SMBH (i.e.,  = =M E 0• • ), while dotted lines show the
effects of including SMBH accretion mass loss (Equation (21) for α = 0.01,
H/r = 0.3) but not energy feedback. The top panel shows the characteristic
envelope radius Rv, mass Me/Må, and photosphere radius Rph, while the bottom
panel shows the envelope luminosity Lrad, optical luminosity νLν at frequency
ν = 6 × 1014 Hz (g band), effective temperature Teff, and ºL M c0.01X •

2,
taken as a proxy for the X-ray luminosity from the inner disk (potentially
observable only through a narrow polar region). The envelope evolution
concludes roughly once Rv decreases to Rcirc (horizontal dashed line), as occurs
roughly at the times tdisk (Equation (33)) and tacc (Equation (34)), respectively,
in the two models. A dashed black line illustrates ∝ t−3/2 decay.

6 The thermal timescale tKH also equals the photon diffusion time through the
envelope, tdiff ∼ Λ(Rv/c), where Λ is the characteristic optical depth
(Equation (18)).
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X-rays in opt. TDEs: Delayed brightening

Rossi 2011), suggesting that after 1 year, the X-rays are now more
closely following the fallback rate.

The Swift XRT and XMM-Newton observations follow the
brightening of the absorbed X-ray flux by a factor of 10 from
~ ´ -5 10 14 erg s−1 cm−2 to ~ ´ -5 10 13 erg s−1 cm−2 over a
time period of 1 year (see Figure 3). This is in stark contrast to
the fading of the UV flux by a factor of 100 over this same time
period. This difference in temporal behavior, combined with
the much larger inferred radius of the UV/optical emission
from blackbody fits of –10 1014 15 cm (Holoien et al. 2016a),
suggests that these components are physically distinct.

3.2. UV Fading

In Figure 3, we plot the total UV/optical flux by scaling the
UVW2 flux density to match the bolometric flux measured from
a blackbody fit to the UV/optical blackbody component
50–100 days after discovery reported by Holoien et al. (2016a).
The UV/optical light curve decline at late times is shallower
than the exponential decline with t = 46.5 day fitted by
Holoien et al. (2016a) from the first 100 days of Swift
monitoring and is steeper than the -t 5 3 power-law decay
expected for the bolometric luminosity evolution in a TDE
(Phinney 1989; Lodato et al. 2009; Guillochon & Ramirez-
Ruiz 2013). When we fit the light curve with a -t n power law,
we find = on 3 1, but any single power-law model is unable
to fit the plateau in UV/optical flux at late times.

3.3. Evolution of the Optical to X-Ray Ratio

In Figure 4, we plot L Lopt X in days since discovery for
ASASSN-14li and ASASSN-15oi (Holoien et al. 2016a,
2016b), as well as for two GALEX TDEs that had X-ray
detections in their late-time follow-up Chandra observations:
D3-13 and D1-19 (Gezari et al. 2006, 2008). We do not plot
TDEs with X-ray upper limits, such as PS1-10jh (Gezari et al.
2012), ASASSN-14ae (Holoien et al. 2014), iPTF16axa (Hung
et al. 2017), and iPTF16fnl (Blagorodnova et al. 2017; Brown

et al. 2018), since the X-ray band is on the Wien’s tail of the
thermal emission expected from TDEs, and it is not clear if a
non-detection in the 0.3–10 keV band of the X-ray detectors is
due to a low flux or a very soft spectrum. For example, if the
temperature of ASASSN-15oi had been just a little cooler,

~kT 30 eVbb , the flux density at 0.3 keV would have been a
factor of 50 fainter.
In the first year of monitoring ASASSN-15oi, there was a

dramatic decrease in the UV/optical to X-ray (0.3–10 keV)
luminosity ratio (L Lopt X) from ∼1000 to ∼1. This is in stark
contrast to the relatively constant ~L L 1opt X observed in
ASASSN-14li, the only other non-jetted TDE with a well-
sampled X-ray light curve. And yet, the blackbody temperature
and inferred radius for ASASSN-14li are very similar to that
measured for the soft X-ray component of ASASSN-15oi, with

=kT 51 eVbb and = ´ = -r M r1.7 10 cm 11BB
12

6
1

g (Miller
et al. 2015).

4. Discussion

In order to compare the evolution of ASASSN-15oi to the
relevant timescales for a TDE, we must first constrain its
central black hole mass. Holoien et al. (2016a) estimate

~ :M M10BH
7.1 from its host galaxy mass of o

:M1010.0 0.1

(consistent within the errors from the estimate of van Velzen
2017 of :M109.9 ) and assume a bulge-to-total mass ratio of
0.575 and the –M MBH bulge relation from McConnell &
Ma (2013).
However, we note that in the study of the velocity dispersion

( �s ) of TDE host galaxies by Wevers et al. (2017), they find
that the inferred MBH in TDEs are systematically higher when
using the –M MBH bulge relation than when using the �s–MBH
relation. Similarly, AGNs are found to have black hole masses
that lie an order of magnitude below the –M MBH bulge relation
established from dynamical studies of local galaxies with larger
black hole masses than the AGN samples (Reines &
Volonteri 2015). Reines & Volonteri (2015) do find a scaling
relation between total stellar mass and black hole mass for
AGNs with < <: :M M M10 105

BH
8 that would imply a

black hole mass for the host galaxy of ASASSN-15oi of only
o

:
( ) M10 6.4 0.55 . Given the downward trend in the inferred black

hole mass for ASASSN-15oi, we scale our equations to a
:M106 black hole.

Figure 3. X-ray light curve of ASASSN-15oi measured by XMM-Newton
(XMM: cyan diamonds with 1σ error bars) and Swift XRT (black squares with
1σ error bars), in comparison to the blackbody fit to the UV/optical component
reported in Holoien et al. (2016a; UVOIR: blue crosses), and in our extended
UV monitoring in the UVW2 band with Swift UVOT (UW2: purple dots). The
UV/optical light declines more slowly than an exponential decline, and more
steeply than a -t 5 3 decline. The X-ray light curve brightens by a factor of 10
over 1 year, and then declines back to pre-event levels, at a rate consistent with
that expected for X-ray emission on the Wien’s tail of the thermal disk
emission.

Figure 4. Compilation of UV/optical to X-ray flux ratio for TDEs with both
components detected. Gray line shows the value of ~L L 1Xopt that appears to
be characteristic of the well-studied TDE ASASSN-14li.

4

The Astrophysical Journal Letters, 851:L47 (6pp), 2017 December 20 Gezari, Cenko, & Arcavi

parameters that describe the photometric properties of the TDE
and its host galaxy. After we repeat this procedure many times,
each time shuffling the spectroscopic labels, we obtain a new
distribution of the AD statistic of these parameters. We use this
trial-corrected distribution to compute the p value of the AD
statistic for the parameters listed in Table 7.

As explained in the previous section, the parameter Cmax

(Equation (5)) is a linear combination of the five host-galaxy
population synthesis parameters that yields the largest separa-
tion of the TDE-H and TDE-H+He class. To obtained a
distribution of the AD statistic that accounts for the trials due to
the optimization step, we repeat the computation of Cmax each
time after shuffling the spectroscopic labels. We find

(Figure 12) that for only 2 in 1000 shuffled data sets is the
difference between the TDE-H and TDE-H+He Cmax distribu-
tion equal to or larger than the observed value (i.e., the
hypothesis that Cmax values of TDE-H and TDE-H+He class
are drawn from the same distribution can be rejected with
p=0.002).

6.3. Correlations between TDE Light-curve Properties

In the previous two sections, we presented differences
between the TDE spectroscopic classes. We now focus on
correlations between TDE light-curve properties, using all 39
TDEs in our sample. When considering the correlation between
a pair of parameters, we remove sources with an uncertainty
larger than 0.3dex. The results of a Kendall’s tau test are listed
in Table 8. This test only considers the rank of pairs of data
points, which is useful because the resulting p value is not
disproportionately weighted by large outliers (e.g., ASASSN-
15lh). If we instead use a Pearson’s test, which assumes the
data follow a normal distribution, we typically find lower (i.e.,
more significant) p values.
When considering the correlations between a given set of

parameters, we need to keep in mind that our data set as a
whole shows a large degree of correlation. If all parameters
would be uncorrelated, the 36 p values of the correlation test in
Table 8 should follow a uniform distribution between 0 and 1,
and for a given limit on the significance p<ptest, we should
find ptest×36 parameter pairs. Instead, we find that 26/
36=0.72 pairs have p<0.5, 16/36=0.44 have p<0.1,
and 9/36=0.25 have p<0.05. This means that, similar to
what we found in the previous section, spurious correlations
due to a larger number of trials are unlikely to be important.
However, the large degree of correlation makes it harder to find
the causal relation between the parameters.
We find a significant correlation between the blackbody

radius and blackbody temperature (p<0.001). The two
properties follow the relation expected for a single blackbody
spectrum µL R Tbb

2 4, with Lbb≈1044 erg s−1. This correla-
tion simply confirms that our TDEs are well described by a
blackbody spectrum and have a similar luminosity. The scatter
around the median luminosity is only 0.3dex. Because most
sources are selected based on optical observations and the
bolometric luminosity is largely determined by the temperature
estimated from UV follow-up observations, the relatively small
scatter cannot be entirely explained by Malmquist bias in our
flux-limited sample. As expected, we also find a positive
correlation between the blackbody temperature and the black-
body luminosity.
As shown in Figure 13, the rise time of the flare appears to

be correlated with the bolometric luminosity. If we consider the
ratio of the bolometric luminosity to the blackbody radius,
Lbb/R, we find a significant correlation with rise time
(p=0.02). In Section 7.1, we find that this could be explained
by a longer diffusion time at higher densities.
Notably, we find no correlation between the rise timescale

and the exponential decay timescale (τ in Equation (2)) or the
fallback timescale (t0 with p=−5/3 in Equation (3)).

6.4. Correlations with Host-galaxy Properties

A correlation of TDE light-curve features with host-galaxy
properties is anticipated because the black hole mass and the
density of the disrupted star should influence the TDE light

Figure 10. Optical/UV blackbody luminosity (sampled from the posterior
distribution) and the observed X-ray 0.3–10 keV luminosity for four TDEs
with detections in Swift/XRT single-epoch observations. We see rapid and
luminous X-ray flares for AT2019ehz, a steady increase in the X-ray
luminosity for AT2019azh, and relatively weak early-time detections for the
remaining two sources (AT2019dsg and AT2018hyz). Triangles indicate 3σ
upper limits.
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this field. The redshifts of the afterglow21 and the host galaxy22 were
both found to be z 5 0.356.

Another proposed signature of the merger of two neutron stars or a
neutron star and a black hole is the production of a kilonova (some-
times also termed a ‘macronova’ or an ‘r-process supernova’) due to
the decay of radioactive species produced and initially ejected during
the merger process—in other words, an event similar to a faint, short-
lived supernova6–8. Detailed calculations suggest that the spectra of
such kilonova sources will be determined by the heavy r-process ions
created in the neutron-rich material. Although these models10–13 are
still far from being fully realistic, a robust conclusion is that the optical
flux will be greatly diminished by line blanketing in the rapidly expan-
ding ejecta, with the radiation emerging instead in the near-infrared
(NIR) and being produced over a longer timescale than would other-
wise be the case. This makes previous limits on early optical kilonova
emission unsurprising23. Specifically, the NIR light curves are expected
to have a broad peak, rising after a few days and lasting a week or more
in the rest frame. The relatively modest redshift and intensive study of
GRB 130603B made it a prime candidate for searching for such a kilonova.

We imaged of the location of the burst with the NASA/ESA Hubble
Space Telescope (HST) at two epochs, the first ,9 d after the burst
(epoch 1) and the second ,30 d after the burst (epoch 2). On each occa-
sion, a single orbit integration was obtained in both the optical F606W
filter (0.6mm) and the NIR F160W filter (1.6mm) (full details of the imag-
ing and photometric analysis discussed here are given in Supplemen-
tary Information). The HST images are shown in Fig. 1; the key result is
seen in the difference frames (right-hand panels), which provide clear
evidence for a compact transient source in the NIR in epoch 1 (we note
that this source was also identified24 as a candidate kilonova in indepen-
dent analysis of our data on epoch 1) that seems to have disappeared by
epoch 2 and is absent to the depth of the data in the optical.

At the position of the SGRB in the difference images, our photo-
metric analysis gives a magnitude limit in the F606W filter of
R606,AB . 28.25 mag (2s upper limit) and a magnitude in the F160W
filter of H160,AB 5 25.73 6 0.20 mag. In both cases, we fitted a model
point-spread function and estimated the errors from the variance of
the flux at a large number of locations chosen to have a similar back-
ground to that at the position of the SGRB. We note that some tran-
sient emission may remain in the second NIR epoch; experimenting
with adding synthetic stars to the image leads us to conclude that any
such late-time emission is likely to be less than ,25% of the level in
epoch 1 if it is not to appear visually as a faint point source in epoch 2,
however, that would still allow the NIR magnitude in epoch 1 to be up
to ,0.3 mag brighter.

To assess the significance of this result, it is important to establish
whether any emission seen in the first HST epoch could have a con-
tribution from the SGRB afterglow. A compilation of optical and NIR
photometry, gathered by a variety of ground-based telescopes in the
few days following the burst, is plotted in Fig. 2 along with our HST
results. Although initially bright, the optical afterglow light curve dec-
lines steeply after about ,10 h, requiring a late-time power-law decay
rate of a < 2.7 (where F / t2a describes the flux). The NIR flux, on the
other hand, is significantly in excess of the same extrapolated power
law. This point is made most forcibly by considering the colour evolu-
tion of the transient, defined as the difference between the magnitudes
in each filter, which evolves from R606 2 H160 < 1.7 6 0.15 mag at about
14 h to greater than R606 2 H160 < 2.5 mag at about 9 d. It would be
very unusual, and in conflict with predictions of the standard external-
shock theory25, for such a large colour change to be a consequence of
late-time afterglow behaviour. The most natural explanation is there-
fore that the HST transient source is largely due to kilonova emission,
and the brightness is in fact well within the range of recent models
plotted in Fig. 2, thus supporting the proposition that kilonovae are
likely to be important sites of r-process element production. We note
that this phenomenon is strikingly reminiscent, in a qualitative sense,
of the humps in the optical light curves of long-duration c-ray bursts

produced by underlying type Ic supernovae, although here the lumino-
sity is considerably fainter and the emission is redder. The ubiquity and
range of properties of the late-time red transient emission in SGRBs
will undoubtedly be tested by future observations.

The next generation of gravitational-wave detectors (Advanced LIGO
and Advanced VIRGO) is expected ultimately to reach sensitivity levels
allowing them to detect neutron-star/neutron-star and neutron-star/
black-hole inspirals out to distances of a few hundred megaparsecs26

(z < 0.05–0.1). However, no SGRB has been definitively found at any
redshift less than z 5 0.12 over the 8.5 yr of the Swift mission to date27.
This suggests either that the rate of compact binary mergers is low,
implying a correspondingly low expected rate of gravitational-wave
transient detections, or that most such mergers are not observed as
bright SGRBs. The latter case could be understood if the beaming of
SGRBs was rather narrow, for example, and the intrinsic event rate was,
as a result, two or three orders of magnitude higher than that observed
by Swift. Although the evidence constraining SGRB jet opening angles
is limited at present28 (indeed, the light-curve break seen in GRB 130603B
may be further evidence for such beaming), it is clear that an alterna-
tive electromagnetic signature, particularly if approximately isotropic,

21

1 10

X-ray

F606W

F160W22

23

A
B

 m
ag

ni
tu

de

24

25

26

27

104 105

10–11

10–12

10–13

10–14

106

28

29

Time since GRB 130603B (s)

Time since GRB 130603B (d)

X-ray flux (erg s
–1 cm

–2)

Figure 2 | Optical, NIR and X-ray light curves of GRB 130603B. Left axis,
optical and NIR; right axis, X-ray. Upper limits are 2s and error bars are 1s. The
optical data (g, r and i bands) have been interpolated to the F606W band and
the NIR data have been interpolated to the F160W band using an average
spectral energy distribution at ,0.6 d (Supplementary Information). HST
epoch-1 points are given by bold symbols. The optical afterglow decays steeply
after the first ,0.3 d and is modelled here as a smoothly broken power law
(dashed blue line). We note that the complete absence of late-time optical
emission also places a limit on any separate 56Ni-driven decay component. The
0.3–10-keV X-ray data29 are also consistent with breaking to a similarly steep
decay (the dashed black line shows the optical light curve simply rescaled to
match the X-ray points in this time frame), although the source had dropped
below Swift sensitivity by ,48 h after the burst. The key conclusion from this
plot is that the source seen in the NIR requires an additional component above
the extrapolation of the afterglow (red dashed line), assuming that it also decays
at the same rate. This excess NIR flux corresponds to a source with absolute
magnitude M(J)AB < 215.35 mag at ,7 d after the burst in the rest frame. This
is consistent with the favoured range of kilonova behaviour from recent
calculations (despite their known significant uncertainties11–13), as illustrated by
the model11 lines (orange curves correspond to ejected masses of 1022 solar
masses (lower curve) and 1021 solar masses (upper curve), and these are added
to the afterglow decay curves to produce predictions for the total NIR emission,
shown as solid red curves). The cyan curve shows that even the brightest
predicted r-process kilonova optical emission is negligible.
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Figure 2.1: Schematic picture of a observer and binary system.

envelope inflows to the primary via Lagrange point, so-called ”Roche lobe over flow”. When

the gas inflows the primary, they bring angular momentum and circulates around the BHs.

This system is called as accretion disk, which we discuss in the next section.

2.2 Accretion Disk

Generally, the accreting gas has angular momentum and starts to circulate before reaching

the central BH. The resulting system is called an accretion disk. The accretion disk systems

have been extensively studies since 1960’s, and even now, the accretion disk is one of the

main research field in astrophysics. In this section, we review the basic theoretical aspects

of the accretion disk theory.

2.2.1 Standard Disk

In this subsection, we discuss the standard disk, which is the basic system and gives inspira-

tion to discuss the disk system. The Keplerian rotating gas feels friction due to the velocity

gradient along to the radial direction. By the viscosity, the angular momentum of the gas is

transported to the outer radius, and the gas accretes to the inner radius. In the following,

we only consider disks which is stationary and axial symmetric in the cylindrical coordinate

(R,ϕ, z). In particular, when the following assumptions hold, the disk structure is described

analytically (Shakura & Sunyaev, 1973).

injection 

Observer

this field. The redshifts of the afterglow21 and the host galaxy22 were
both found to be z 5 0.356.

Another proposed signature of the merger of two neutron stars or a
neutron star and a black hole is the production of a kilonova (some-
times also termed a ‘macronova’ or an ‘r-process supernova’) due to
the decay of radioactive species produced and initially ejected during
the merger process—in other words, an event similar to a faint, short-
lived supernova6–8. Detailed calculations suggest that the spectra of
such kilonova sources will be determined by the heavy r-process ions
created in the neutron-rich material. Although these models10–13 are
still far from being fully realistic, a robust conclusion is that the optical
flux will be greatly diminished by line blanketing in the rapidly expan-
ding ejecta, with the radiation emerging instead in the near-infrared
(NIR) and being produced over a longer timescale than would other-
wise be the case. This makes previous limits on early optical kilonova
emission unsurprising23. Specifically, the NIR light curves are expected
to have a broad peak, rising after a few days and lasting a week or more
in the rest frame. The relatively modest redshift and intensive study of
GRB 130603B made it a prime candidate for searching for such a kilonova.

We imaged of the location of the burst with the NASA/ESA Hubble
Space Telescope (HST) at two epochs, the first ,9 d after the burst
(epoch 1) and the second ,30 d after the burst (epoch 2). On each occa-
sion, a single orbit integration was obtained in both the optical F606W
filter (0.6mm) and the NIR F160W filter (1.6mm) (full details of the imag-
ing and photometric analysis discussed here are given in Supplemen-
tary Information). The HST images are shown in Fig. 1; the key result is
seen in the difference frames (right-hand panels), which provide clear
evidence for a compact transient source in the NIR in epoch 1 (we note
that this source was also identified24 as a candidate kilonova in indepen-
dent analysis of our data on epoch 1) that seems to have disappeared by
epoch 2 and is absent to the depth of the data in the optical.

At the position of the SGRB in the difference images, our photo-
metric analysis gives a magnitude limit in the F606W filter of
R606,AB . 28.25 mag (2s upper limit) and a magnitude in the F160W
filter of H160,AB 5 25.73 6 0.20 mag. In both cases, we fitted a model
point-spread function and estimated the errors from the variance of
the flux at a large number of locations chosen to have a similar back-
ground to that at the position of the SGRB. We note that some tran-
sient emission may remain in the second NIR epoch; experimenting
with adding synthetic stars to the image leads us to conclude that any
such late-time emission is likely to be less than ,25% of the level in
epoch 1 if it is not to appear visually as a faint point source in epoch 2,
however, that would still allow the NIR magnitude in epoch 1 to be up
to ,0.3 mag brighter.

To assess the significance of this result, it is important to establish
whether any emission seen in the first HST epoch could have a con-
tribution from the SGRB afterglow. A compilation of optical and NIR
photometry, gathered by a variety of ground-based telescopes in the
few days following the burst, is plotted in Fig. 2 along with our HST
results. Although initially bright, the optical afterglow light curve dec-
lines steeply after about ,10 h, requiring a late-time power-law decay
rate of a < 2.7 (where F / t2a describes the flux). The NIR flux, on the
other hand, is significantly in excess of the same extrapolated power
law. This point is made most forcibly by considering the colour evolu-
tion of the transient, defined as the difference between the magnitudes
in each filter, which evolves from R606 2 H160 < 1.7 6 0.15 mag at about
14 h to greater than R606 2 H160 < 2.5 mag at about 9 d. It would be
very unusual, and in conflict with predictions of the standard external-
shock theory25, for such a large colour change to be a consequence of
late-time afterglow behaviour. The most natural explanation is there-
fore that the HST transient source is largely due to kilonova emission,
and the brightness is in fact well within the range of recent models
plotted in Fig. 2, thus supporting the proposition that kilonovae are
likely to be important sites of r-process element production. We note
that this phenomenon is strikingly reminiscent, in a qualitative sense,
of the humps in the optical light curves of long-duration c-ray bursts

produced by underlying type Ic supernovae, although here the lumino-
sity is considerably fainter and the emission is redder. The ubiquity and
range of properties of the late-time red transient emission in SGRBs
will undoubtedly be tested by future observations.

The next generation of gravitational-wave detectors (Advanced LIGO
and Advanced VIRGO) is expected ultimately to reach sensitivity levels
allowing them to detect neutron-star/neutron-star and neutron-star/
black-hole inspirals out to distances of a few hundred megaparsecs26

(z < 0.05–0.1). However, no SGRB has been definitively found at any
redshift less than z 5 0.12 over the 8.5 yr of the Swift mission to date27.
This suggests either that the rate of compact binary mergers is low,
implying a correspondingly low expected rate of gravitational-wave
transient detections, or that most such mergers are not observed as
bright SGRBs. The latter case could be understood if the beaming of
SGRBs was rather narrow, for example, and the intrinsic event rate was,
as a result, two or three orders of magnitude higher than that observed
by Swift. Although the evidence constraining SGRB jet opening angles
is limited at present28 (indeed, the light-curve break seen in GRB 130603B
may be further evidence for such beaming), it is clear that an alterna-
tive electromagnetic signature, particularly if approximately isotropic,
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Figure 2 | Optical, NIR and X-ray light curves of GRB 130603B. Left axis,
optical and NIR; right axis, X-ray. Upper limits are 2s and error bars are 1s. The
optical data (g, r and i bands) have been interpolated to the F606W band and
the NIR data have been interpolated to the F160W band using an average
spectral energy distribution at ,0.6 d (Supplementary Information). HST
epoch-1 points are given by bold symbols. The optical afterglow decays steeply
after the first ,0.3 d and is modelled here as a smoothly broken power law
(dashed blue line). We note that the complete absence of late-time optical
emission also places a limit on any separate 56Ni-driven decay component. The
0.3–10-keV X-ray data29 are also consistent with breaking to a similarly steep
decay (the dashed black line shows the optical light curve simply rescaled to
match the X-ray points in this time frame), although the source had dropped
below Swift sensitivity by ,48 h after the burst. The key conclusion from this
plot is that the source seen in the NIR requires an additional component above
the extrapolation of the afterglow (red dashed line), assuming that it also decays
at the same rate. This excess NIR flux corresponds to a source with absolute
magnitude M(J)AB < 215.35 mag at ,7 d after the burst in the rest frame. This
is consistent with the favoured range of kilonova behaviour from recent
calculations (despite their known significant uncertainties11–13), as illustrated by
the model11 lines (orange curves correspond to ejected masses of 1022 solar
masses (lower curve) and 1021 solar masses (upper curve), and these are added
to the afterglow decay curves to produce predictions for the total NIR emission,
shown as solid red curves). The cyan curve shows that even the brightest
predicted r-process kilonova optical emission is negligible.
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Figure 2.1: Schematic picture of a observer and binary system.

envelope inflows to the primary via Lagrange point, so-called ”Roche lobe over flow”. When

the gas inflows the primary, they bring angular momentum and circulates around the BHs.

This system is called as accretion disk, which we discuss in the next section.

2.2 Accretion Disk

Generally, the accreting gas has angular momentum and starts to circulate before reaching

the central BH. The resulting system is called an accretion disk. The accretion disk systems

have been extensively studies since 1960’s, and even now, the accretion disk is one of the

main research field in astrophysics. In this section, we review the basic theoretical aspects

of the accretion disk theory.

2.2.1 Standard Disk

In this subsection, we discuss the standard disk, which is the basic system and gives inspira-

tion to discuss the disk system. The Keplerian rotating gas feels friction due to the velocity

gradient along to the radial direction. By the viscosity, the angular momentum of the gas is

transported to the outer radius, and the gas accretes to the inner radius. In the following,

we only consider disks which is stationary and axial symmetric in the cylindrical coordinate

(R,ϕ, z). In particular, when the following assumptions hold, the disk structure is described

analytically (Shakura & Sunyaev, 1973).
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this field. The redshifts of the afterglow21 and the host galaxy22 were
both found to be z 5 0.356.

Another proposed signature of the merger of two neutron stars or a
neutron star and a black hole is the production of a kilonova (some-
times also termed a ‘macronova’ or an ‘r-process supernova’) due to
the decay of radioactive species produced and initially ejected during
the merger process—in other words, an event similar to a faint, short-
lived supernova6–8. Detailed calculations suggest that the spectra of
such kilonova sources will be determined by the heavy r-process ions
created in the neutron-rich material. Although these models10–13 are
still far from being fully realistic, a robust conclusion is that the optical
flux will be greatly diminished by line blanketing in the rapidly expan-
ding ejecta, with the radiation emerging instead in the near-infrared
(NIR) and being produced over a longer timescale than would other-
wise be the case. This makes previous limits on early optical kilonova
emission unsurprising23. Specifically, the NIR light curves are expected
to have a broad peak, rising after a few days and lasting a week or more
in the rest frame. The relatively modest redshift and intensive study of
GRB 130603B made it a prime candidate for searching for such a kilonova.

We imaged of the location of the burst with the NASA/ESA Hubble
Space Telescope (HST) at two epochs, the first ,9 d after the burst
(epoch 1) and the second ,30 d after the burst (epoch 2). On each occa-
sion, a single orbit integration was obtained in both the optical F606W
filter (0.6mm) and the NIR F160W filter (1.6mm) (full details of the imag-
ing and photometric analysis discussed here are given in Supplemen-
tary Information). The HST images are shown in Fig. 1; the key result is
seen in the difference frames (right-hand panels), which provide clear
evidence for a compact transient source in the NIR in epoch 1 (we note
that this source was also identified24 as a candidate kilonova in indepen-
dent analysis of our data on epoch 1) that seems to have disappeared by
epoch 2 and is absent to the depth of the data in the optical.

At the position of the SGRB in the difference images, our photo-
metric analysis gives a magnitude limit in the F606W filter of
R606,AB . 28.25 mag (2s upper limit) and a magnitude in the F160W
filter of H160,AB 5 25.73 6 0.20 mag. In both cases, we fitted a model
point-spread function and estimated the errors from the variance of
the flux at a large number of locations chosen to have a similar back-
ground to that at the position of the SGRB. We note that some tran-
sient emission may remain in the second NIR epoch; experimenting
with adding synthetic stars to the image leads us to conclude that any
such late-time emission is likely to be less than ,25% of the level in
epoch 1 if it is not to appear visually as a faint point source in epoch 2,
however, that would still allow the NIR magnitude in epoch 1 to be up
to ,0.3 mag brighter.

To assess the significance of this result, it is important to establish
whether any emission seen in the first HST epoch could have a con-
tribution from the SGRB afterglow. A compilation of optical and NIR
photometry, gathered by a variety of ground-based telescopes in the
few days following the burst, is plotted in Fig. 2 along with our HST
results. Although initially bright, the optical afterglow light curve dec-
lines steeply after about ,10 h, requiring a late-time power-law decay
rate of a < 2.7 (where F / t2a describes the flux). The NIR flux, on the
other hand, is significantly in excess of the same extrapolated power
law. This point is made most forcibly by considering the colour evolu-
tion of the transient, defined as the difference between the magnitudes
in each filter, which evolves from R606 2 H160 < 1.7 6 0.15 mag at about
14 h to greater than R606 2 H160 < 2.5 mag at about 9 d. It would be
very unusual, and in conflict with predictions of the standard external-
shock theory25, for such a large colour change to be a consequence of
late-time afterglow behaviour. The most natural explanation is there-
fore that the HST transient source is largely due to kilonova emission,
and the brightness is in fact well within the range of recent models
plotted in Fig. 2, thus supporting the proposition that kilonovae are
likely to be important sites of r-process element production. We note
that this phenomenon is strikingly reminiscent, in a qualitative sense,
of the humps in the optical light curves of long-duration c-ray bursts

produced by underlying type Ic supernovae, although here the lumino-
sity is considerably fainter and the emission is redder. The ubiquity and
range of properties of the late-time red transient emission in SGRBs
will undoubtedly be tested by future observations.

The next generation of gravitational-wave detectors (Advanced LIGO
and Advanced VIRGO) is expected ultimately to reach sensitivity levels
allowing them to detect neutron-star/neutron-star and neutron-star/
black-hole inspirals out to distances of a few hundred megaparsecs26

(z < 0.05–0.1). However, no SGRB has been definitively found at any
redshift less than z 5 0.12 over the 8.5 yr of the Swift mission to date27.
This suggests either that the rate of compact binary mergers is low,
implying a correspondingly low expected rate of gravitational-wave
transient detections, or that most such mergers are not observed as
bright SGRBs. The latter case could be understood if the beaming of
SGRBs was rather narrow, for example, and the intrinsic event rate was,
as a result, two or three orders of magnitude higher than that observed
by Swift. Although the evidence constraining SGRB jet opening angles
is limited at present28 (indeed, the light-curve break seen in GRB 130603B
may be further evidence for such beaming), it is clear that an alterna-
tive electromagnetic signature, particularly if approximately isotropic,
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Figure 2 | Optical, NIR and X-ray light curves of GRB 130603B. Left axis,
optical and NIR; right axis, X-ray. Upper limits are 2s and error bars are 1s. The
optical data (g, r and i bands) have been interpolated to the F606W band and
the NIR data have been interpolated to the F160W band using an average
spectral energy distribution at ,0.6 d (Supplementary Information). HST
epoch-1 points are given by bold symbols. The optical afterglow decays steeply
after the first ,0.3 d and is modelled here as a smoothly broken power law
(dashed blue line). We note that the complete absence of late-time optical
emission also places a limit on any separate 56Ni-driven decay component. The
0.3–10-keV X-ray data29 are also consistent with breaking to a similarly steep
decay (the dashed black line shows the optical light curve simply rescaled to
match the X-ray points in this time frame), although the source had dropped
below Swift sensitivity by ,48 h after the burst. The key conclusion from this
plot is that the source seen in the NIR requires an additional component above
the extrapolation of the afterglow (red dashed line), assuming that it also decays
at the same rate. This excess NIR flux corresponds to a source with absolute
magnitude M(J)AB < 215.35 mag at ,7 d after the burst in the rest frame. This
is consistent with the favoured range of kilonova behaviour from recent
calculations (despite their known significant uncertainties11–13), as illustrated by
the model11 lines (orange curves correspond to ejected masses of 1022 solar
masses (lower curve) and 1021 solar masses (upper curve), and these are added
to the afterglow decay curves to produce predictions for the total NIR emission,
shown as solid red curves). The cyan curve shows that even the brightest
predicted r-process kilonova optical emission is negligible.
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envelope inflows to the primary via Lagrange point, so-called ”Roche lobe over flow”. When

the gas inflows the primary, they bring angular momentum and circulates around the BHs.

This system is called as accretion disk, which we discuss in the next section.

2.2 Accretion Disk

Generally, the accreting gas has angular momentum and starts to circulate before reaching

the central BH. The resulting system is called an accretion disk. The accretion disk systems

have been extensively studies since 1960’s, and even now, the accretion disk is one of the

main research field in astrophysics. In this section, we review the basic theoretical aspects

of the accretion disk theory.

2.2.1 Standard Disk

In this subsection, we discuss the standard disk, which is the basic system and gives inspira-

tion to discuss the disk system. The Keplerian rotating gas feels friction due to the velocity

gradient along to the radial direction. By the viscosity, the angular momentum of the gas is

transported to the outer radius, and the gas accretes to the inner radius. In the following,

we only consider disks which is stationary and axial symmetric in the cylindrical coordinate

(R,ϕ, z). In particular, when the following assumptions hold, the disk structure is described

analytically (Shakura & Sunyaev, 1973).
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this field. The redshifts of the afterglow21 and the host galaxy22 were
both found to be z 5 0.356.

Another proposed signature of the merger of two neutron stars or a
neutron star and a black hole is the production of a kilonova (some-
times also termed a ‘macronova’ or an ‘r-process supernova’) due to
the decay of radioactive species produced and initially ejected during
the merger process—in other words, an event similar to a faint, short-
lived supernova6–8. Detailed calculations suggest that the spectra of
such kilonova sources will be determined by the heavy r-process ions
created in the neutron-rich material. Although these models10–13 are
still far from being fully realistic, a robust conclusion is that the optical
flux will be greatly diminished by line blanketing in the rapidly expan-
ding ejecta, with the radiation emerging instead in the near-infrared
(NIR) and being produced over a longer timescale than would other-
wise be the case. This makes previous limits on early optical kilonova
emission unsurprising23. Specifically, the NIR light curves are expected
to have a broad peak, rising after a few days and lasting a week or more
in the rest frame. The relatively modest redshift and intensive study of
GRB 130603B made it a prime candidate for searching for such a kilonova.

We imaged of the location of the burst with the NASA/ESA Hubble
Space Telescope (HST) at two epochs, the first ,9 d after the burst
(epoch 1) and the second ,30 d after the burst (epoch 2). On each occa-
sion, a single orbit integration was obtained in both the optical F606W
filter (0.6mm) and the NIR F160W filter (1.6mm) (full details of the imag-
ing and photometric analysis discussed here are given in Supplemen-
tary Information). The HST images are shown in Fig. 1; the key result is
seen in the difference frames (right-hand panels), which provide clear
evidence for a compact transient source in the NIR in epoch 1 (we note
that this source was also identified24 as a candidate kilonova in indepen-
dent analysis of our data on epoch 1) that seems to have disappeared by
epoch 2 and is absent to the depth of the data in the optical.

At the position of the SGRB in the difference images, our photo-
metric analysis gives a magnitude limit in the F606W filter of
R606,AB . 28.25 mag (2s upper limit) and a magnitude in the F160W
filter of H160,AB 5 25.73 6 0.20 mag. In both cases, we fitted a model
point-spread function and estimated the errors from the variance of
the flux at a large number of locations chosen to have a similar back-
ground to that at the position of the SGRB. We note that some tran-
sient emission may remain in the second NIR epoch; experimenting
with adding synthetic stars to the image leads us to conclude that any
such late-time emission is likely to be less than ,25% of the level in
epoch 1 if it is not to appear visually as a faint point source in epoch 2,
however, that would still allow the NIR magnitude in epoch 1 to be up
to ,0.3 mag brighter.

To assess the significance of this result, it is important to establish
whether any emission seen in the first HST epoch could have a con-
tribution from the SGRB afterglow. A compilation of optical and NIR
photometry, gathered by a variety of ground-based telescopes in the
few days following the burst, is plotted in Fig. 2 along with our HST
results. Although initially bright, the optical afterglow light curve dec-
lines steeply after about ,10 h, requiring a late-time power-law decay
rate of a < 2.7 (where F / t2a describes the flux). The NIR flux, on the
other hand, is significantly in excess of the same extrapolated power
law. This point is made most forcibly by considering the colour evolu-
tion of the transient, defined as the difference between the magnitudes
in each filter, which evolves from R606 2 H160 < 1.7 6 0.15 mag at about
14 h to greater than R606 2 H160 < 2.5 mag at about 9 d. It would be
very unusual, and in conflict with predictions of the standard external-
shock theory25, for such a large colour change to be a consequence of
late-time afterglow behaviour. The most natural explanation is there-
fore that the HST transient source is largely due to kilonova emission,
and the brightness is in fact well within the range of recent models
plotted in Fig. 2, thus supporting the proposition that kilonovae are
likely to be important sites of r-process element production. We note
that this phenomenon is strikingly reminiscent, in a qualitative sense,
of the humps in the optical light curves of long-duration c-ray bursts

produced by underlying type Ic supernovae, although here the lumino-
sity is considerably fainter and the emission is redder. The ubiquity and
range of properties of the late-time red transient emission in SGRBs
will undoubtedly be tested by future observations.

The next generation of gravitational-wave detectors (Advanced LIGO
and Advanced VIRGO) is expected ultimately to reach sensitivity levels
allowing them to detect neutron-star/neutron-star and neutron-star/
black-hole inspirals out to distances of a few hundred megaparsecs26

(z < 0.05–0.1). However, no SGRB has been definitively found at any
redshift less than z 5 0.12 over the 8.5 yr of the Swift mission to date27.
This suggests either that the rate of compact binary mergers is low,
implying a correspondingly low expected rate of gravitational-wave
transient detections, or that most such mergers are not observed as
bright SGRBs. The latter case could be understood if the beaming of
SGRBs was rather narrow, for example, and the intrinsic event rate was,
as a result, two or three orders of magnitude higher than that observed
by Swift. Although the evidence constraining SGRB jet opening angles
is limited at present28 (indeed, the light-curve break seen in GRB 130603B
may be further evidence for such beaming), it is clear that an alterna-
tive electromagnetic signature, particularly if approximately isotropic,
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Figure 2 | Optical, NIR and X-ray light curves of GRB 130603B. Left axis,
optical and NIR; right axis, X-ray. Upper limits are 2s and error bars are 1s. The
optical data (g, r and i bands) have been interpolated to the F606W band and
the NIR data have been interpolated to the F160W band using an average
spectral energy distribution at ,0.6 d (Supplementary Information). HST
epoch-1 points are given by bold symbols. The optical afterglow decays steeply
after the first ,0.3 d and is modelled here as a smoothly broken power law
(dashed blue line). We note that the complete absence of late-time optical
emission also places a limit on any separate 56Ni-driven decay component. The
0.3–10-keV X-ray data29 are also consistent with breaking to a similarly steep
decay (the dashed black line shows the optical light curve simply rescaled to
match the X-ray points in this time frame), although the source had dropped
below Swift sensitivity by ,48 h after the burst. The key conclusion from this
plot is that the source seen in the NIR requires an additional component above
the extrapolation of the afterglow (red dashed line), assuming that it also decays
at the same rate. This excess NIR flux corresponds to a source with absolute
magnitude M(J)AB < 215.35 mag at ,7 d after the burst in the rest frame. This
is consistent with the favoured range of kilonova behaviour from recent
calculations (despite their known significant uncertainties11–13), as illustrated by
the model11 lines (orange curves correspond to ejected masses of 1022 solar
masses (lower curve) and 1021 solar masses (upper curve), and these are added
to the afterglow decay curves to produce predictions for the total NIR emission,
shown as solid red curves). The cyan curve shows that even the brightest
predicted r-process kilonova optical emission is negligible.
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envelope inflows to the primary via Lagrange point, so-called ”Roche lobe over flow”. When

the gas inflows the primary, they bring angular momentum and circulates around the BHs.

This system is called as accretion disk, which we discuss in the next section.

2.2 Accretion Disk

Generally, the accreting gas has angular momentum and starts to circulate before reaching

the central BH. The resulting system is called an accretion disk. The accretion disk systems

have been extensively studies since 1960’s, and even now, the accretion disk is one of the

main research field in astrophysics. In this section, we review the basic theoretical aspects

of the accretion disk theory.

2.2.1 Standard Disk

In this subsection, we discuss the standard disk, which is the basic system and gives inspira-

tion to discuss the disk system. The Keplerian rotating gas feels friction due to the velocity

gradient along to the radial direction. By the viscosity, the angular momentum of the gas is

transported to the outer radius, and the gas accretes to the inner radius. In the following,

we only consider disks which is stationary and axial symmetric in the cylindrical coordinate

(R,ϕ, z). In particular, when the following assumptions hold, the disk structure is described

analytically (Shakura & Sunyaev, 1973).
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which derived properties could, in principle, be explained by a
bare/unreprocessed accretion disk. For observations that fall
outside this region, however, the derived parameters are
inconsistent with the ones of a bare/unreprocessed disk; hence,
additional radiative processes must be present. Interestingly,
the epochs/sources in which the measured LBB/LX and Rp/Rg

fall outside the disk region are the same epochs/sources that
are decoupled from the LX ∝ Tα relation, i.e., all sources
showing faint X-ray emission at early times.
In the following paragraphs, we aim to demonstrate that the

apparently unphysical Rp/Rg values derived from X-ray-faint
sources and the early-time observations of late-time brightening



X-rays in opt. TDEs: Diverse behavior
Guolo+24

information is lacking) TDEs from AGN, as clearly demon-
strated by Figure 4.

3.3. Single-Temperature Blackbody Model

TDE soft spectra can be fitted with thermal models; in their
simplest form, a single-temperature blackbody (blackbody
or bbodyrad in xspec) has been used for some of the first
X-ray-discovered TDEs (see review by Saxton et al. 2020). We
employed such a model in our data (TBabs*zashift*b-
bodyrad in xspec), and the model fits spectra with low S/N
well. However, the model seems to be insufficient to fit spectra
of high count rate observations, in which the model results in
systematically worse fits (in terms of reduced χ2) than
multitemperature thermal models, which are usually associated
with a standard accretion disk (Shakura & Sunyaev 1973;
Mitsuda et al. 1984; Mummery 2021; see below). Furthermore,
as shown by Mummery (2021), bbodyrad can led to
unphysical emitting region sizes.

3.4. Accretion Disk + Comptonization Model

In terms of multitemperature thermal models, the diskbb
model (Shakura & Sunyaev 1973; Mitsuda et al. 1984)
developed for stellar black holes in X-ray binaries (XRBs) is
usually employed in TDE spectra. The model, however,
assumes quasi-static-state conditions that are not necessarily
present in the newly formed accretion disk of TDEs.

Recently, Mummery (2021) developed a model specifically
tailored for TDE accretion disks; the author based the modeling
on the convenient property of TDE disks being relatively cool,
with their spectra peaking below the low bandpass of X-ray
telescopes, kT� 0.3 keV. This means that X-ray observations
of TDE disks probe the quasi-Wien tail of the disk spectrum;
hence, no assumption about the disk temperature profile needs
to be made. Instead, the only assumption inherent to the model
is that each disk radius emits like a color-corrected blackbody
and that there exists some disk radius where the disk
temperature peaks. The xspec model, called tdediscspec,
fits the following expression to the observed X-ray spectra
(Mummery & Balbus 2021; Mummery 2021):
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where T f f Tp pcolº g
˜ and Tp is the parameter of interest, i.e., the

hottest temperature in the accretion disk. The factor fγ is the
photon energy-shift factor, defined as the ratio of the observed
photon frequency ν to the emitted photon frequency νemit,
f 1 2emitn n= »g (see Mummery & Balbus 2021, and
references therein, for details), while fcol is the “color-
correction” factor, which is included to model disk opacity
effects. This correction factor generally takes a value fcol ∼ 2.3
for typical TDE disk temperatures (Done et al. 2012;

Figure 4. Comparison between X-ray spectral properties of TDEs (green) and AGN (type I in red and type II in gold) from BASS (Ricci et al. 2017). In the left panels,
we compare the Swift/XRT or XMM-Newton HR (see text for definition); in the right panels, we compare the Γ power-law index when TDEs are fitted with an
absorbed power-law model. The top panels show the cumulative distribution of the parameters, while the bottom panels show the distribution of samples in the LX vs.
HR and LX vs. Γ parameter space. For AGNs, the contours represent 68% and 90% of the sample distribution; for TDEs, each point is an XMM-Newton or Swift/
XRT stacked spectrum.
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are evidence for the suppression of the emitted X-ray in these
sources/epochs and can be explained by the way that Rp is
“measured” by the X-ray continuum fitting.
In the color-corrected quasi-Wien approximation of tde-

discspec,15 the X-ray spectrum (FX(ν)) is related to Rp and
Tp as follows:
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where T f f Tp pcol= g
˜ (see definitions in Section 3) and D is the

source luminosity distance. This means that the shape of the
X-ray spectra depends exclusively on Tp and not on Rp, which
is only a “physically scaled” normalization factor that
translates the observed count rate per energy bin to a flux per
energy bin. Similarly,
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Rp.
As we have shown, all sources—including those with faint

X-ray emission at early times—show a decreasing or constant
Tp with time; this means that their faint X-ray emission and
late-time X-ray brightening (or constant LX, in AT 2018zr) will
translate into to an extremely low Rp at early times and an
order-of-magnitude increase in Rp at late times. Such behavior
is a consequence of Equation (4), in which Rp cannot be
constant with time if Tp is decreasing (or held constant) and LX
is not decreasing—as is the case for all sources in the bottom
panel of Figure 9.
One can take the earliest (Δt= 21 days) spectrum of AT

2019azh as an example: the measured temperature and apparent
radius were Tlog 5.75p » K and Rp/Rg≈ 6× 10−2, while LX
≈2× 1041 erg s−1. In order for the Rp/Rg to be within the

Figure 8. Peak temperature (Tp) of the accretion disk model as a function of
days since the UV/optical peak. Only sources with at least two fittable spectra
and with no corona emission (see Section 4.3) are shown. The solid black line
shows the expected theoretical evolution for a finite stress at the ISCO.

Figure 9. X-ray luminosity (LX) as a function of peak temperature (Tp). The
upper panel shows sources where an LX∝Tp

a relation is observed, with the best-
fit α for each source shown in the legend. The bottom panel shows the source
where a clear decoupling between LX and Tp is present. The color of the
markers maps the LBB/LX ratio between the UV/optical luminosity and the LX
following the color bar on the right side of the figure.

Figure 10. Apparent radius (Rp) of the peak temperature normalized by the
gravitational radius (Rg) as a function of days since the UV/optical peak. Only
sources with no corona emission (see Section 4.3) are shown. The gray shaded
region shows the 0.3 � Rp/Rg � 20 interval in which the measured Rp/Rg is
statistically consistent with RISCO.

Figure 11. Distribution of the apparent disk radius (Rp) normalized by the
gravitational radii (Rg) and the LBB/LX ratio between the UV/optical
luminosity and the X-ray luminosity. The shaded gray region delimits the
parameter space in which the emission can be explained by a bare/
unreprocessed standard accretion disk; see text for details. Several sources/
epochs fall outside this region having unphysically low Rp/Rg values while
also having SED shapes (LBB/LX) that deviate from the allowed SED shape of
the disk and require additional radiative processes.

15 The specific equations are for tdediscspec, but the same arguments hold
for any thermal model.
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is a consequence of Equation (4), in which Rp cannot be
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panel of Figure 9.
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Figure 8. Peak temperature (Tp) of the accretion disk model as a function of
days since the UV/optical peak. Only sources with at least two fittable spectra
and with no corona emission (see Section 4.3) are shown. The solid black line
shows the expected theoretical evolution for a finite stress at the ISCO.

Figure 9. X-ray luminosity (LX) as a function of peak temperature (Tp). The
upper panel shows sources where an LX∝Tp

a relation is observed, with the best-
fit α for each source shown in the legend. The bottom panel shows the source
where a clear decoupling between LX and Tp is present. The color of the
markers maps the LBB/LX ratio between the UV/optical luminosity and the LX
following the color bar on the right side of the figure.

Figure 10. Apparent radius (Rp) of the peak temperature normalized by the
gravitational radius (Rg) as a function of days since the UV/optical peak. Only
sources with no corona emission (see Section 4.3) are shown. The gray shaded
region shows the 0.3 � Rp/Rg � 20 interval in which the measured Rp/Rg is
statistically consistent with RISCO.

Figure 11. Distribution of the apparent disk radius (Rp) normalized by the
gravitational radii (Rg) and the LBB/LX ratio between the UV/optical
luminosity and the X-ray luminosity. The shaded gray region delimits the
parameter space in which the emission can be explained by a bare/
unreprocessed standard accretion disk; see text for details. Several sources/
epochs fall outside this region having unphysically low Rp/Rg values while
also having SED shapes (LBB/LX) that deviate from the allowed SED shape of
the disk and require additional radiative processes.

15 The specific equations are for tdediscspec, but the same arguments hold
for any thermal model.
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where Bν(ν, T) is a Planck function, T(r) is the temperature
radial profile of the disk, T(Rp) =Tp, and Rout is the outer radius
of the disk. For given values of the inner temperature
(Tp± δTp) and radius (Rp± δRp)—obtained from the X-ray
fitting—the expected UV/optical emission will depend on the
extended disk structure; its size, i.e., Rout/Rp ratio; and its
temperature profile T(r). At early times, Rout should be limited
to the circularization radii (Rcirc), which for a solar-like
disrupted star are

R R R R M M2 94 10 , 7T gout circ BH
6 2 3= = = -( ) ( )

where RT is the tidal disruption radius. However, at late times,
such a requirement is lifted due to the viscous spread of the disk.
To emulate our ignorance on the extended properties of the disk,
we generated a series of solutions to Equation (6), assuming disk

sizes between Rout/Rpä (5, 50), temperature profiles of
T(r)∝ r−3/4 (for a vanishing ISCO stress; Shakura &
Sunyaev 1973; Cannizzo et al. 1990) and T(r)∝ r−7/8 (for a
finite ISCO stress; Agol & Krolik 2000; Schnittman et al. 2016),
and the range of the 1σ uncertainty for Tp and Rp. The shaded
gray region in Figure 15 represents the region of possible
solutions resulting from the assumed parameters. Our goal is to
visualize how much the full SED deviates from a standard disk
SED and how much UV/optical “excess” is present.
From the top panel of Figure 15, we can see that the SED of

ASASSN-14li is not far from an accretion disk SED. Very little
UV/optical excess is present even at early times; at late times,
the SED is consistent with an accretion disk. Furthermore, the
evolution in SED shape with time is very small and compatible
with the cooling of the disk. The same holds for the other
power-law decaying sources, although for AT 2019dsg, the
rapid decay of X-ray emission indicates a quicker cooling of
the disk (Cannizzaro et al. 2021).
For AT 2019azh, however, the disk emission extrapolated

from the X-rays underpredicts the UV/optical emission by

Figure 15. Evolution of the SED for three sources, one power-law decaying (top), one late-time brightening (middle), and one X-ray-faint (bottom). Left panels show
early-time (Δt � 30 days) SEDs, middle panels show late-time SEDs (Δt ≈ 200 days), and right panels show very-late-time SEDs (Δt ≈ 400 days). No X-ray
spectrum of AT 2018zr aroundΔt ≈ 200 days is available. The colored points show the observed UV/optical photometry (ZTF + Swift/UVOT), the black plus signs
show the unfolded X-ray spectrum, the gray line shows the best-fit disk model (and uncertainty) for the X-ray spectra, and extrapolation to the UV/optical band is
shown in the shaded region (see text for details). The main parameters of interest are shown in the legend for each epoch.
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takes approximately 102 days for the magnetically dominated
hot corona region to develop. The initial weak magnetic fields
present in the bound debris could undergo amplification
through the combined effects of the disk’s differential rotation
and the magnetorotational instability (Balbus & Hawley 1991;
Miller & Stone 2000; Yao et al. 2022).

Although the corona forms in these sources, their hard state
is short-lived, transitioning back to a soft/intermediate state at
later times (Δt? 400 days). This suggests that the high optical
depth corona cannot be sustained as the accretion rate onto the
black hole decreases. Another indicator of inefficient corona
formation is the measured Γsc (see the right panel of Figure 13).
TDE spectra exhibit higher power-law indices compared to
typical AGN spectra, translating to lower values of
T max ,e e e

2t t´ ( )—based on Equation (5) and the inverse
relation between Γ and y—when compared with the AGN
corona. Distinguishing between the τe and Te effects requires
detecting the cutoff energy (Ecut) of the power-law spectra,
feasible with instruments like NuSTAR for bright AGN but
currently challenging for TDEs. The proposed High Energy
X-ray Probe (Madsen et al. 2019) may enable Ecut measure-
ments in bright TDEs. The reasons why only these three
sources exhibit corona formation remains unclear; while all
three have MBH � 5× 106 Me—at the high-mass end of the
TDE MBH function and consistent with sub-Eddington
accretion requirements—a high MBH alone does not seem
sufficient, as other TDEs with similar MBH did not show such
state transitions.

4.4. SED Evolution

A natural consequence of the diversity of X-ray light
curves and the uniformity of the UV/optical light curves is
that the SED shows very distinct shapes and evolution. The
shape of the broadband SED can be probed by the LBB/LX
ratio. As shown in the right panels of Figure 7, these ratios
can vary between few× 103 and few× 10−2. In Figure 14,
we show the cumulative distribution of LBB/LX at three time
bins: early times (Δt� 50 days) in purple, late times
(150 days �Δt� 250 days) in orange, and very late times
(400 days �Δt� 800 days) in black. The SEDs also show a

noticeable trend: at early times, they have an LBB/LX as
large as 3000 and as low as 0.5 but with most sources
showing LBB/LX � 10; with increasing time from the optical
peak, this range of LBB/LX shrinks, and at very late times, all
sources show 0.5� LBB/LX �10.
As discussed in Section 4.2 and demonstrated in

Appendix B, the SED produced by a bare/unreprocessed
standard accretion disk with Tp in the range of values found in
TDEs (i.e., T5.5K log 6.1p  K) can only produce
5× 10−2� LBB/LX � 70. Therefore, the values of LBB/LX
in the range 100–3000 found in the early times of a large
fraction of our sources indicate that an additional emission
mechanism that deviates from a standard accretion disk corona
is operating. The deviation from a standard disk is stronger at
early phases, given that the LBB/LX ratios converge toward the
expected disk values at late times.
In Figure 15, we explore how a standard disk SED compares

with the observed SED for three distinct TDEs: one power-law
decaying, one late-time brightening, and one X-ray-faint. We
assume a color-corrected disk solution, where the SED can be

Figure 13. Properties and evolution of the corona emission in TDEs. Left: HID, the total observed luminosity (LBB + LX) in units of the Eddington luminosity, as a
function of the hardness as traced by the normalized fraction ( fsc) of the photons upscattered by the corona. The arrows indicate the first available spectra for each
source, and the points are connected by increasing Δt. Right: comparison between the power-law index of the corona emission spectra in local AGN (Γ; red) from
BASS and TDEs (Γsc; blue) that show corona formation (AT 2020ocn, AT 2021ehb, and AT 2018fyk).

Figure 14. Evolution of the distribution of SED shapes as traced by the ratio
(LBB/LX) between the UV/optical luminosity (LBB) and the 0.3–10 keV
luminosity (LX). Each color shows the distribution in a different time bin. The
contribution of each source for the total distribution was weighed by the
number of spectral observations available in each Δt interval.

18

The Astrophysical Journal, 966:160 (31pp), 2024 May 10 Guolo et al.

Possible by disk



power-law decaying sources. Through largest inclination
angles (toward edge-on), the system should be heavily optically
thick (τ ? 10) to the X-rays which should be reprocessed to
the lower energies, making the X-rays undetectable, and high
lower limits on LBB/LX to be measured. This should explain
the TDE population with UV/optical emission only. When
seen at intermediate angles, the system is not completely
optically thick, but the optical depth is still important (τ∼ few),
and only a small fraction of the X-rays can escape
unreprocessed. The SED is then UV/optical-dominated
(LBB/LX between few× 101 and few× 103), but faint X-ray
emission is still able to escape and be detected. As the accretion
rate decreases, the optical depth of the system decreases,
allowing for a larger fraction of the X-ray photons to escape,
which would explain the late-time brightening sources
(Thomsen et al. 2022) and perhaps the X-ray-faint sources
given some fine-tuning in the evolution of the parameters.

In the left panel of Figure 18, we show four early-time SEDs
with a diverse range of LBB/LX values, while in the right panel,
we show the four simulated SEDs for distinct inclination angles
as presented by Dai et al. (2018). A direct comparison is, of
course, not valid, given that in the Dai et al. (2018) models, the
only parameter changed between the SEDs is the viewing angle
toward the system; every other parameter of the system is fixed,
while in reality, our four example sources/SEDs may have
distinct black hole mass, black hole spin, impact parameter (β),
peak disk temperature, radial profile of the disk temperature,
and many other differences that could also shape the SED.
However, it is interesting to note that the large diversity of
LBB/LX observed can, in principle, be produced just by a
change in viewing angle.

This scenario seems to be able to explain several of the
observed properties:

(i) the large range of LBB/LX values at early times and the
convergence to disklike values at late times;

(ii) the diversity of X-ray light curves, including the
suppressed (but still detected) prompt X-ray emission from
the late-time brightening and X-ray-faint sources; and

(iii) the lack of MBH dependence on the presence/absence of
luminous X-ray emission.

As we pointed out in Section 4.2, an important characteristic
of the early suppression of the X-ray emission in the late-time
brightening and X-ray-faint sources is that such suppression

seems to have minimal effect on the measured Tp; given that
the expected decline in temperature is still observed, Tp is the
highest at early times and decays at late times. This would
mean that although a large fraction of the X-rays are absorbed
by this reprocessing layer of ionized gas,19 the output spectrum
seems to have a similar temperature (shape) as the supposed
underlying emitted spectrum. This would require the absorp-
tion and reemission process to have a “quasi-gray” net effect
in the X-ray 0.3–2.0 range. Such an effect is, however, quite
hard to produce; for example, in Thomsen et al.ʼs (2022)
simulations, the early-time output X-ray temperature can be up
to ∼50% colder than the injected spectrum, depending on the
viewing angle and the ionization state of the gas. This effect
does not seem to be present—given the observed decline of Tp
with time for all classes of sources—although the temperature
of the underlying emission is, of course, not accessible for a
direct comparison. Alternatively, if in these sources the
absorbing material is heavily optically thick but clumpy or
has small holes so that a fraction of the source X-rays can get
through unprocessed, then this could explain the apparent
suppression of the observed X-ray emission—given that the
inferred disk radius would be reduced by a factor of the square
root of the transmitted over emitted fluxes—while the emerging
temperature would not be strongly modified (Takeuchi et al.
2013; Kobayashi et al. 2018; Yao et al. 2022). Independently of
the driven mechanism, the X-ray-emitting structure (consistent
with an accretion disk) is promptly formed even in those
sources showing a late-time brightening, and their early-time
emission seems to point toward a partial absorption/reproces-
sing scenario.
The flaring source, AT 2019ehz, has not been addressed yet.

We first note that such short-term flaring differs from the
gradual late-time X-ray increase of the late-time brightening
sources; the reprocessing scenario does not work in this case,
given that this system is bright at early times, fades, and then
rebrightens, which would disagree with the net brightening
predicted under the reprocessing scenario. Furthermore, the
flaring behavior is accompanied by an increase in Tp, a relation

Figure 18. Comparison between observed SEDs and model SEDs by Dai et al. (2018). On the right, we show the early-time (near-UV/optical peak) observed SED for
ASASSN14-li, AT 2018zr, and AT 2019azh (this work) as well as for AT 2020zso (Wevers et al. 2022), showing a large range of LBB/LX values. The left panel shows
Dai et al.ʼs (2018) early-time simulated SEDs as seen by distinct viewing angles from the disk pole: face-on = 0° and edge-on = 90°.

19 Absorption by an ionized gas should not be confused with absorption by a
neutral medium (modeled, e.g., by the TBabs in xspec); neutral absorption
has a strong energy dependence in the soft X-rays, while (partially) ionized gas
absorption, in contrast, has a higher optical depth in the hard X-rays (Thomsen
et al. 2022).
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Reprocessing model: favored?

the accretion flow. Whether a jet is produced or not, however,
does not alter the basic picture in which the optical-to-X-ray flux
ratio of the observed emission increases with the viewing angle of
the observer.

It has been proposed that collisions of debris streams during
the disk-formation phase can also produce optical emissions
(Piran et al. 2015; Jiang et al. 2016b). Further studies are
needed to compare the contribution of optical emissions from
stream–stream collision and accretion. Line-driven winds
might also contribute significantly to the outflow rate when
the gas temperature is around 105 K (Miller 2015) and should
be considered. We focus on the continuum emission for this
paper, and will investigate the line profiles with higher-
resolution radiative transfer calculations in future work.
Furthermore, simulations with different parameters are needed
to understand the full evolution of a TDE.

Much of what we have summarized in this study revolves
around different ideas as to how three-dimensional flows,
which are likely magnetism- and radiation-dominated, behave
in and around strong gravitational fields. While there are
serious issues of theory that need to be settled, it is clear that
there is a convergence in the study of AGNs, radio jets, (ultra-
luminous) X-ray binaries, and TDEs, which inspires the type of
model that we have advocated. These bonds may be highly
relevant in teaching us how mass, angular momentum, and
energy can flow around and away from black holes.
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Aleksander Saḑowski, Danilo Teixeira) for discussions. We
also thank the anonymous referee for useful comments. L.C.
and J.C.M. acknowledge the computational support from NSF
via XSEDE resources (TG-PHY120005 and TG-AST160003).

ORCID iDs

Lixin Dai https://orcid.org/0000-0002-9589-5235
Jonathan C. McKinney https://orcid.org/0000-0002-
9222-599X

Nathaniel Roth https://orcid.org/0000-0002-6485-2259
Enrico Ramirez-Ruiz https://orcid.org/0000-0003-2558-3102
M. Coleman Miller https://orcid.org/0000-0002-2666-728X

References

Abramowicz, M. A., Czerny, B., Lasota, J. P., & Szuszkiewicz, E. 1988, ApJ,
332, 646

Alexander, K. D., Berger, E., Guillochon, J., Zauderer, B. A., &
Williams, P. K. G. 2016, ApJL, 819, L25

Arcavi, I., Gal-Yam, A., Sullivan, M., et al. 2014, ApJ, 793, 38
Auchettl, K., Guillochon, J., & Ramirez-Ruiz, E. 2017, ApJ, 838, 149
Begelman, M. C. 1978, MNRAS, 184, 53
Blandford, R. D., & Znajek, R. L. 1977, MNRAS, 179, 433
Bloom, J. S., Giannios, D., Metzger, B. D., et al. 2011, Sci, 333, 203
Bonnerot, C., Rossi, E. M., Lodato, G., & Price, D. J. 2016, MNRAS,

455, 2253
Brown, G. C., Levan, A. J., Stanway, E. R., et al. 2015, MNRAS, 452,

4297
Burrows, D. N., Kennea, J. A., Ghisellini, G., et al. 2011, Natur, 476, 421
Cannizzo, J. K., Lee, H. M., & Goodman, J. 1990, ApJ, 351, 38
Cenko, S. B., Krimm, H. A., Horesh, A., et al. 2012, ApJ, 753, 77
Coughlin, E. R., & Begelman, M. C. 2014, ApJ, 781, 82
Dai, L., Escala, A., & Coppi, P. 2013, ApJL, 775, L9
Dai, L., McKinney, J. C., & Miller, M. C. 2015, ApJL, 812, L39
Evans, C. R., & Kochanek, C. S. 1989, ApJL, 346, L13
Gezari, S., Chornock, R., Rest, A., et al. 2012, Natur, 485, 217
Guillochon, J., & Ramirez-Ruiz, E. 2013, ApJ, 767, 25
Guillochon, J., & Ramirez-Ruiz, E. 2015, ApJ, 809, 166
Hayasaki, K., Stone, N., & Loeb, A. 2016, MNRAS, 461, 3760
Hills, J. G. 1975, Natur, 254, 295
Holoien, T. W.-S., Kochanek, C. S., Prieto, J. L., et al. 2016a, MNRAS,

463, 3813
Holoien, T. W.-S., Kochanek, C. S., Prieto, J. L., et al. 2016b, MNRAS,

455, 2918
Hung, T., Gezari, S., Blagorodnova, N., et al. 2017, ApJ, 842, 29
Jiang, N., Dou, L., Wang, T., et al. 2016a, ApJL, 828, L14
Jiang, Y.-F., Guillochon, J., & Loeb, A. 2016b, ApJ, 830, 125
Jiang, Y.-F., Stone, J. M., & Davis, S. W. 2014, ApJ, 796, 106
Kara, E., Dai, L., Reynolds, C. S., & Kallman, T. 2018, MNRAS, 474,

1593
Kara, E., Miller, J. M., Reynolds, C., & Dai, L. 2016, Natur, 535, 388
Kasen, D., Thomas, R. C., & Nugent, P. 2006, ApJ, 651, 366
Kelley, L. Z., Tchekhovskoy, A., & Narayan, R. 2014, MNRAS, 445, 3919
Komossa, S. 2015, JHEAp, 7, 148
Levan, A. J., Tanvir, N. R., Cenko, S. B., et al. 2011, Sci, 333, 199
Levermore, C. D. 1984, JQSRT, 31, 149
Lodato, G., King, A. R., & Pringle, J. E. 2009, MNRAS, 392, 332
Loeb, A., & Ulmer, A. 1997, ApJ, 489, 573

Figure 5. (a) The simulated escaping spectra from inclination angles bin 1 (red curve, closest to the mid-plane) to bin 4 (purple curve, closest to the pole). The optical-
to-X-ray ratio increases with inclination angle. The purple shaded region corresponds to the X-ray band with an energy above 0.3 keV. The orange shaded region
corresponds to the optical band from 3560 to 9000 Å. (b) The simulated escaping spectrum (black curve) from intermediate angle bin 3, the shape of which is broader
than a blackbody spectrum. We also show two Planck functions, one fitting the X-ray continuum component (purple dotted curve), and the other one fitting the optical
continuum component (orange dashed curve).

7

The Astrophysical Journal Letters, 859:L20 (8pp), 2018 June 1 Dai et al.

Here, we present the results of the first realistic simulation to
understand the super-Eddington accretion and emission physics
in TDEs. It has been predicted that in super-Eddington
accretion photons are trapped within the accretion flow and a
geometrically thick accretion disk forms due to large radiation
pressure (Begelman 1978; Abramowicz et al. 1988). Recently,
the development of novel radiation magnetohydrodynamics
(MHD) codes, some of which also performed under full general
relativity (GR), have helped us understand more about such
accretion flows (e.g., Ohsuga et al. 2005; Jiang et al. 2014;
McKinney et al. 2014; Saḑowski et al. 2015). These works
have demonstrated that wide-angle fast outflows are launched
from the disk. Also, if large-scale ordered magnetic fluxes are
provided to the accretion flow around a spinning black hole, a
relativistic jet can be produced magnetically (McKinney
et al. 2015).

Previous super-Eddington simulations have mostly focused
on extended disks around stellar-mass black holes. In order to
study TDE disks, we simulate a compact super-Eddington
accretion disk around an SMBH, using a 3D fully general
relativistic radiation magnetohydrodynamics (GRRMHD) code
(Section 2.1). We then post-process the simulation data for
radiative transfer analysis using a Monte Carlo code

(Section 2.2). We illustrate the qualitative results in the
schematic Figure 1 and give details in Section 3. Our summary,
with caveats and a discussion of future work, is found in
Section 4.

2. TDE Super-Eddington Accretion: Methodology

Reprocessing of emission by an optically thick envelope,
such as the outflows from super-Eddington accretion, has been
discussed in Loeb & Ulmer (1997), Strubbe & Quataert (2009),
Coughlin & Begelman (2014), Metzger & Stone (2016), and
Roth et al. (2016). In particular, Metzger & Stone (2016) and
Roth et al. (2016) suggested that there could be a viewing-angle
dependence for emission, though they still used a spherically
symmetric envelope with an ad hoc profile for calculations. A
general relativistic simulation of a super-Eddington TDE disk
is the key to providing a clear, qualitative understanding of the
outflow profile and the viewing-angle dependence of the
observed emission.

2.1. Fully 3D GR Radiation MHD Simulation Setup

We simulate a super-Eddington TDE disk using the fully 3D
general relativistic radiation magnetohydrodynamics (GRRMHD)

Figure 1. A schematic picture showing the viewing-angle dependence for the observed emission from a TDE super-Eddington disk. The emission from the inner disk
is reprocessed by the optically thick outflows and outer disk. Only when the observer is looking into the optically thin funnel is the inner disk exposed, which can
reveal strong, beamed X-ray and EUV radiation. Otherwise, X-rays are reprocessed into optical/NUV emission via photoionization (in a denser outflow or disk at high
inclination angles) or adiabatic cooling (in an ultrafast outflow at low inclination angles). A jet is included in the picture for completeness, though most TDEs may not
produce jets.
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More X-ray TDEs by eROSITA
Sazonov+21

✓Maybe the same population observed by ROSAT
✓13TDEs up to z~0.5, cadence~0.5yr, consistent with t-5/3

✓Spectrum: Consistent with single pl (Γ~3-7) or BB (T~100-300eV)
✓3/13 events show opt. counterpart

First SRG/eROSITA TDEs 3823

Figure 1. X-ray light curves of the TDEs obtained by eROSITA in the 0.3–2.2 keV energy range.

described by a t−5/3 law and that eROSITA probably caught these
TDEs during eRASS2 at a rise/peak phase. An even more extreme
case is the already mentioned SRGE J144738.4+671821, which has
brightened between eRASS2 and eRASS3.

We stress that the above X-ray variability analysis is currently
based on just two flux measurements/upper limits per TDE. As five
more scans of the entire sky are planned during the SRG mission, it
should be possible to add a few more data points to the X-ray light
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Figure 1. X-ray light curves of the TDEs obtained by eROSITA in the 0.3–2.2 keV energy range.

described by a t−5/3 law and that eROSITA probably caught these
TDEs during eRASS2 at a rise/peak phase. An even more extreme
case is the already mentioned SRGE J144738.4+671821, which has
brightened between eRASS2 and eRASS3.

We stress that the above X-ray variability analysis is currently
based on just two flux measurements/upper limits per TDE. As five
more scans of the entire sky are planned during the SRG mission, it
should be possible to add a few more data points to the X-ray light
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Table 11. TDE properties.

Object (SRGE) Optical position NH, Gal z La
X (1043 erg s−1) Lb

g Vmax

RA Dec. 1020 cm−2 eRASS2 eRASS3 1043 erg s−1 Gpc3

J135514.8+311605 208.812579 31.268121 1.21 0.1989 ± 0.0004 5.8+1.6
−1.4 <0.3 <0.4 1.90

J013204.6+122236 23.018675 12.376562 4.80 0.132 ± 0.001 4.2+2.2
−1.4 <0.4 <0.22 0.439

J153503.4+455056 233.763172 45.848598 1.22 0.2314 ± 0.0004 8.8+2.1
−1.7 3.1+1.6

−0.9 0.9–2.2 1.87

J163831.7+534020 249.633401 53.672931 2.93 0.581 ± 0.001 25+7
−6 <1.8 <3.5 10.6

J163030.2+470125 247.626052 47.023730 1.62 0.294 ± 0.001 20+5
−4 <1.0 0.9–2.4 4.16

J021939.9+361819 34.916264 36.305054 5.26 0.3879 ± 0.0002 25+12
−8 15+3

−3 <2.3 8.43

J161001.2+330121 242.505920 33.022416 1.56 0.1309 ± 0.0006 1.2+0.4
−0.3 <0.15 <0.2 0.235

J171423.6+085236 258.598393 8.876918 5.39 0.036 ± 0.001 0.53+0.09
−0.07 0.03+0.01

−0.01 <0.07 0.0965

J071310.6+725627 108.293835 72.940751 3.53 0.104 ± 0.001 11+3
−2 1.9+1.6

−0.8 <0.15 1.06

J095928.6+643023 149.868660 64.506053 3.07 0.454 ± 0.001 89+49
−32 87+65

−35 1.2–2.6 13.8

J091747.6+524821 139.447492 52.805635 1.52 0.1876 ± 0.0002 48+23
−16 <5 0.5–1.2 0.747

J133053.3+734824 202.720918 73.806739 1.59 0.1505 ± 0.0002 3.4+1.2
−0.9 <0.2 <0.24 0.477

J144738.4+671821 221.912771 67.305094 0.88 0.1250 ± 0.0005 2.7+1.0
−0.7 3.2+0.6

−0.6 <0.6 0.179

Notes. aLuminosity in the rest-frame 0.2–6 keV energy range, corrected for Galactic absorption.
bRest-frame g-band luminosity.

Figure 9. Intrinsic luminosity in the 0.2–6 keV energy band as a function of
redshift for SRG TDEs (labelled by their number in Table 1). The luminosities
are based on the eRASS2 measurements. For SRGE J144738.4+671821, we
also show its X-ray luminosity during eRASS3 (red square), when it became
brighter than in eRASS2.

the tdet − t0 delay based on existing theoretical models, since they
have too many parameters (see Rossi et al. 2021 for a recent review).

The detectability of TDEs in the SRG survey is strongly affected
by their X-ray spectral hardness/softness. As we have seen in
Section 3.3, the analysed eROSITA spectra can be described fairly
well in terms of multiblackbody accretion disc emission, with their
shape characterized by the single parameter Tin. Fig. 13 (upper panel)
shows the expected eROSITA count rate in the 0.3–2.2 keV energy
range (actually used for TDE detection) as a function of Tin for
a fixed intrinsic flux of 10−12 erg s−1 cm−2 in the rest-frame 0.2–
6 keV energy range. For nearby TDEs (z ≈ 0), the sensitivity in
the directions with low Galactic absorption does not vary by more

Figure 10. Black hole masses versus Eddington ratios for the SRG TDEs
(labelled by the internal numbers in Table 1), estimated from the X-ray spectra
assuming a standard accretion disc around an SMBH with a∗ = 0 (blue points)
and a∗ = 0.998 (red points). The arrow illustrates the range of (MBH, λEdd)
values allowed for a given TDE depending on a∗.

than a factor of 2 for 0.1 keV < kTin < 1 keV, while it decreases
dramatically below 0.1 keV. This effect is further strengthened if
there is a significant column of cold gas (NH ! 5 × 1020 cm−2) in
the direction of the source, and with redshift.

All but one (SRGE J091747.6+524821, with kTin ≈ 0.05 keV)
TDEs in our sample have 0.1 keV ! kTin ! 0.5 keV, i.e. fall within
the temperature range favourable for detection at z < 0.6 (we recall
that the most distant TDE in our sample is located at z = 0.58). While
it is unlikely that we are missing TDEs with very hard spectra (kTin !
1 keV), there is certainly a strong selection effect against TDEs with
kTin ! 0.1 keV. Within the standard TDE paradigm of nearly critical
accretion on to an SMBH, such low temperatures correspond to black

MNRAS 508, 3820–3847 (2021)
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Figure 20. Distribution of peak LBB ⇥ early time LX for di↵erent TDE populations. Squares show SRG/eROSITA (X-ray)
discovered sources, circles show optically discovered X-ray detected, while diamonds show optically discovered with no X-ray
detection. Filled markers represent detections in both UV/optical and X-rays (early times), while hollow symbols represent
upper limits in one of the two wavelength bands, where the arrows represent their 3� upper limit. The colors are the same as
in Fig. 19.

While the corona was able to form in these three
sources, their hard state is short-lived, and the sources
transition back to soft/intermediate state at even later
times (�t � 400 days); this indicates that the high op-
tical depth corona can not be sustained as the accretion
rate onto the black hole decreases. Another line of evi-
dence towards the ine�ciency of the corona formation is
on the measured �sc (see right panel of 13). In TDEs the
spectra are rarely as hard in a typical AGN. From the
combination of equations 9 and 10 these higher values of
the power-law index in the TDEs, translates into lower
values of the Te⇥max(⌧e, ⌧2e ) product as compared with
those in AGN corona. Disentangling between ⌧e and Te

e↵ects relies on the detection of cut-o↵ energy (Ecut) of
the power-law spectra. Such a measurement is possible
using NuSTAR (Harrison et al. 2013) for some bright
nearby AGN (e.g., Tortosa et al. 2018), however, this is
still not feasible for TDEs with current instruments. The
proposed High Energy X-ray Probe (HEX-P, Madsen
et al. 2019) may allow measurements of Ecut and as well
as detection of reflection features, in bright nearby TDE
such as AT2021ehb. The reason for which only these
three sources show corona formation are unclear at this
time, while all three sources show MBH � 5 ⇥ 106M�–
which is in high mass end of the TDE MBH function,

and expected from the requirement of sub-Eddington
accretion for the formation of the component – a high
MBH does not seems to be su�cient condition, given
that other TDEs were hosted by black holes with MBH

� 5⇥106M� and still did not show such state transition.

5.7. On the break of the luminosity function

In §4.5, we have shown that the TDE X-ray luminos-
ity function (LF) can be described by a broken power-
law with a characteristic break luminosity of LX ⇡ 1044

erg s�1. In the case that the X-ray luminosity of
TDEs are Eddington limited, and hence their fraction
lx = LX/LEdd is < 1, the observed suppression of the
TDE rate at MBH > 108 M� (van Velzen 2018; Yao
et al. 2023) can naturally explain the brake in the X-ray
LF at ⇠ 1044 erg s�1. Indeed, based on such arguments,
Mummery (2021) estimated a maximum X-ray luminos-
ity of ⇠ 1044 erg s�1 for non-jetted TDEs 13. Although
a couple TDEs have shown a peak LX > 1044 erg s�1

(see top panel of Fig. 17), the steep break, from � ⇡ 1.0

13 TDEs in which the jet is pointed towards us – so-called jetted
or relativistic TDEs – have their luminosity beamed, hence those
can reach LX � 1047 erg s�1. This is a distinct physical sce-
nario, than what is discussed in this section, therefore are not
considered.

Here, we present the results of the first realistic simulation to
understand the super-Eddington accretion and emission physics
in TDEs. It has been predicted that in super-Eddington
accretion photons are trapped within the accretion flow and a
geometrically thick accretion disk forms due to large radiation
pressure (Begelman 1978; Abramowicz et al. 1988). Recently,
the development of novel radiation magnetohydrodynamics
(MHD) codes, some of which also performed under full general
relativity (GR), have helped us understand more about such
accretion flows (e.g., Ohsuga et al. 2005; Jiang et al. 2014;
McKinney et al. 2014; Saḑowski et al. 2015). These works
have demonstrated that wide-angle fast outflows are launched
from the disk. Also, if large-scale ordered magnetic fluxes are
provided to the accretion flow around a spinning black hole, a
relativistic jet can be produced magnetically (McKinney
et al. 2015).

Previous super-Eddington simulations have mostly focused
on extended disks around stellar-mass black holes. In order to
study TDE disks, we simulate a compact super-Eddington
accretion disk around an SMBH, using a 3D fully general
relativistic radiation magnetohydrodynamics (GRRMHD) code
(Section 2.1). We then post-process the simulation data for
radiative transfer analysis using a Monte Carlo code

(Section 2.2). We illustrate the qualitative results in the
schematic Figure 1 and give details in Section 3. Our summary,
with caveats and a discussion of future work, is found in
Section 4.

2. TDE Super-Eddington Accretion: Methodology

Reprocessing of emission by an optically thick envelope,
such as the outflows from super-Eddington accretion, has been
discussed in Loeb & Ulmer (1997), Strubbe & Quataert (2009),
Coughlin & Begelman (2014), Metzger & Stone (2016), and
Roth et al. (2016). In particular, Metzger & Stone (2016) and
Roth et al. (2016) suggested that there could be a viewing-angle
dependence for emission, though they still used a spherically
symmetric envelope with an ad hoc profile for calculations. A
general relativistic simulation of a super-Eddington TDE disk
is the key to providing a clear, qualitative understanding of the
outflow profile and the viewing-angle dependence of the
observed emission.

2.1. Fully 3D GR Radiation MHD Simulation Setup

We simulate a super-Eddington TDE disk using the fully 3D
general relativistic radiation magnetohydrodynamics (GRRMHD)

Figure 1. A schematic picture showing the viewing-angle dependence for the observed emission from a TDE super-Eddington disk. The emission from the inner disk
is reprocessed by the optically thick outflows and outer disk. Only when the observer is looking into the optically thin funnel is the inner disk exposed, which can
reveal strong, beamed X-ray and EUV radiation. Otherwise, X-rays are reprocessed into optical/NUV emission via photoionization (in a denser outflow or disk at high
inclination angles) or adiabatic cooling (in an ultrafast outflow at low inclination angles). A jet is included in the picture for completeness, though most TDEs may not
produce jets.
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this field. The redshifts of the afterglow21 and the host galaxy22 were
both found to be z 5 0.356.

Another proposed signature of the merger of two neutron stars or a
neutron star and a black hole is the production of a kilonova (some-
times also termed a ‘macronova’ or an ‘r-process supernova’) due to
the decay of radioactive species produced and initially ejected during
the merger process—in other words, an event similar to a faint, short-
lived supernova6–8. Detailed calculations suggest that the spectra of
such kilonova sources will be determined by the heavy r-process ions
created in the neutron-rich material. Although these models10–13 are
still far from being fully realistic, a robust conclusion is that the optical
flux will be greatly diminished by line blanketing in the rapidly expan-
ding ejecta, with the radiation emerging instead in the near-infrared
(NIR) and being produced over a longer timescale than would other-
wise be the case. This makes previous limits on early optical kilonova
emission unsurprising23. Specifically, the NIR light curves are expected
to have a broad peak, rising after a few days and lasting a week or more
in the rest frame. The relatively modest redshift and intensive study of
GRB 130603B made it a prime candidate for searching for such a kilonova.

We imaged of the location of the burst with the NASA/ESA Hubble
Space Telescope (HST) at two epochs, the first ,9 d after the burst
(epoch 1) and the second ,30 d after the burst (epoch 2). On each occa-
sion, a single orbit integration was obtained in both the optical F606W
filter (0.6mm) and the NIR F160W filter (1.6mm) (full details of the imag-
ing and photometric analysis discussed here are given in Supplemen-
tary Information). The HST images are shown in Fig. 1; the key result is
seen in the difference frames (right-hand panels), which provide clear
evidence for a compact transient source in the NIR in epoch 1 (we note
that this source was also identified24 as a candidate kilonova in indepen-
dent analysis of our data on epoch 1) that seems to have disappeared by
epoch 2 and is absent to the depth of the data in the optical.

At the position of the SGRB in the difference images, our photo-
metric analysis gives a magnitude limit in the F606W filter of
R606,AB . 28.25 mag (2s upper limit) and a magnitude in the F160W
filter of H160,AB 5 25.73 6 0.20 mag. In both cases, we fitted a model
point-spread function and estimated the errors from the variance of
the flux at a large number of locations chosen to have a similar back-
ground to that at the position of the SGRB. We note that some tran-
sient emission may remain in the second NIR epoch; experimenting
with adding synthetic stars to the image leads us to conclude that any
such late-time emission is likely to be less than ,25% of the level in
epoch 1 if it is not to appear visually as a faint point source in epoch 2,
however, that would still allow the NIR magnitude in epoch 1 to be up
to ,0.3 mag brighter.

To assess the significance of this result, it is important to establish
whether any emission seen in the first HST epoch could have a con-
tribution from the SGRB afterglow. A compilation of optical and NIR
photometry, gathered by a variety of ground-based telescopes in the
few days following the burst, is plotted in Fig. 2 along with our HST
results. Although initially bright, the optical afterglow light curve dec-
lines steeply after about ,10 h, requiring a late-time power-law decay
rate of a < 2.7 (where F / t2a describes the flux). The NIR flux, on the
other hand, is significantly in excess of the same extrapolated power
law. This point is made most forcibly by considering the colour evolu-
tion of the transient, defined as the difference between the magnitudes
in each filter, which evolves from R606 2 H160 < 1.7 6 0.15 mag at about
14 h to greater than R606 2 H160 < 2.5 mag at about 9 d. It would be
very unusual, and in conflict with predictions of the standard external-
shock theory25, for such a large colour change to be a consequence of
late-time afterglow behaviour. The most natural explanation is there-
fore that the HST transient source is largely due to kilonova emission,
and the brightness is in fact well within the range of recent models
plotted in Fig. 2, thus supporting the proposition that kilonovae are
likely to be important sites of r-process element production. We note
that this phenomenon is strikingly reminiscent, in a qualitative sense,
of the humps in the optical light curves of long-duration c-ray bursts

produced by underlying type Ic supernovae, although here the lumino-
sity is considerably fainter and the emission is redder. The ubiquity and
range of properties of the late-time red transient emission in SGRBs
will undoubtedly be tested by future observations.

The next generation of gravitational-wave detectors (Advanced LIGO
and Advanced VIRGO) is expected ultimately to reach sensitivity levels
allowing them to detect neutron-star/neutron-star and neutron-star/
black-hole inspirals out to distances of a few hundred megaparsecs26

(z < 0.05–0.1). However, no SGRB has been definitively found at any
redshift less than z 5 0.12 over the 8.5 yr of the Swift mission to date27.
This suggests either that the rate of compact binary mergers is low,
implying a correspondingly low expected rate of gravitational-wave
transient detections, or that most such mergers are not observed as
bright SGRBs. The latter case could be understood if the beaming of
SGRBs was rather narrow, for example, and the intrinsic event rate was,
as a result, two or three orders of magnitude higher than that observed
by Swift. Although the evidence constraining SGRB jet opening angles
is limited at present28 (indeed, the light-curve break seen in GRB 130603B
may be further evidence for such beaming), it is clear that an alterna-
tive electromagnetic signature, particularly if approximately isotropic,
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Figure 2 | Optical, NIR and X-ray light curves of GRB 130603B. Left axis,
optical and NIR; right axis, X-ray. Upper limits are 2s and error bars are 1s. The
optical data (g, r and i bands) have been interpolated to the F606W band and
the NIR data have been interpolated to the F160W band using an average
spectral energy distribution at ,0.6 d (Supplementary Information). HST
epoch-1 points are given by bold symbols. The optical afterglow decays steeply
after the first ,0.3 d and is modelled here as a smoothly broken power law
(dashed blue line). We note that the complete absence of late-time optical
emission also places a limit on any separate 56Ni-driven decay component. The
0.3–10-keV X-ray data29 are also consistent with breaking to a similarly steep
decay (the dashed black line shows the optical light curve simply rescaled to
match the X-ray points in this time frame), although the source had dropped
below Swift sensitivity by ,48 h after the burst. The key conclusion from this
plot is that the source seen in the NIR requires an additional component above
the extrapolation of the afterglow (red dashed line), assuming that it also decays
at the same rate. This excess NIR flux corresponds to a source with absolute
magnitude M(J)AB < 215.35 mag at ,7 d after the burst in the rest frame. This
is consistent with the favoured range of kilonova behaviour from recent
calculations (despite their known significant uncertainties11–13), as illustrated by
the model11 lines (orange curves correspond to ejected masses of 1022 solar
masses (lower curve) and 1021 solar masses (upper curve), and these are added
to the afterglow decay curves to produce predictions for the total NIR emission,
shown as solid red curves). The cyan curve shows that even the brightest
predicted r-process kilonova optical emission is negligible.
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Figure 2.1: Schematic picture of a observer and binary system.

envelope inflows to the primary via Lagrange point, so-called ”Roche lobe over flow”. When

the gas inflows the primary, they bring angular momentum and circulates around the BHs.

This system is called as accretion disk, which we discuss in the next section.

2.2 Accretion Disk

Generally, the accreting gas has angular momentum and starts to circulate before reaching

the central BH. The resulting system is called an accretion disk. The accretion disk systems

have been extensively studies since 1960’s, and even now, the accretion disk is one of the

main research field in astrophysics. In this section, we review the basic theoretical aspects

of the accretion disk theory.

2.2.1 Standard Disk

In this subsection, we discuss the standard disk, which is the basic system and gives inspira-

tion to discuss the disk system. The Keplerian rotating gas feels friction due to the velocity

gradient along to the radial direction. By the viscosity, the angular momentum of the gas is

transported to the outer radius, and the gas accretes to the inner radius. In the following,

we only consider disks which is stationary and axial symmetric in the cylindrical coordinate

(R,ϕ, z). In particular, when the following assumptions hold, the disk structure is described

analytically (Shakura & Sunyaev, 1973).

injection 

Observer

this field. The redshifts of the afterglow21 and the host galaxy22 were
both found to be z 5 0.356.

Another proposed signature of the merger of two neutron stars or a
neutron star and a black hole is the production of a kilonova (some-
times also termed a ‘macronova’ or an ‘r-process supernova’) due to
the decay of radioactive species produced and initially ejected during
the merger process—in other words, an event similar to a faint, short-
lived supernova6–8. Detailed calculations suggest that the spectra of
such kilonova sources will be determined by the heavy r-process ions
created in the neutron-rich material. Although these models10–13 are
still far from being fully realistic, a robust conclusion is that the optical
flux will be greatly diminished by line blanketing in the rapidly expan-
ding ejecta, with the radiation emerging instead in the near-infrared
(NIR) and being produced over a longer timescale than would other-
wise be the case. This makes previous limits on early optical kilonova
emission unsurprising23. Specifically, the NIR light curves are expected
to have a broad peak, rising after a few days and lasting a week or more
in the rest frame. The relatively modest redshift and intensive study of
GRB 130603B made it a prime candidate for searching for such a kilonova.

We imaged of the location of the burst with the NASA/ESA Hubble
Space Telescope (HST) at two epochs, the first ,9 d after the burst
(epoch 1) and the second ,30 d after the burst (epoch 2). On each occa-
sion, a single orbit integration was obtained in both the optical F606W
filter (0.6mm) and the NIR F160W filter (1.6mm) (full details of the imag-
ing and photometric analysis discussed here are given in Supplemen-
tary Information). The HST images are shown in Fig. 1; the key result is
seen in the difference frames (right-hand panels), which provide clear
evidence for a compact transient source in the NIR in epoch 1 (we note
that this source was also identified24 as a candidate kilonova in indepen-
dent analysis of our data on epoch 1) that seems to have disappeared by
epoch 2 and is absent to the depth of the data in the optical.

At the position of the SGRB in the difference images, our photo-
metric analysis gives a magnitude limit in the F606W filter of
R606,AB . 28.25 mag (2s upper limit) and a magnitude in the F160W
filter of H160,AB 5 25.73 6 0.20 mag. In both cases, we fitted a model
point-spread function and estimated the errors from the variance of
the flux at a large number of locations chosen to have a similar back-
ground to that at the position of the SGRB. We note that some tran-
sient emission may remain in the second NIR epoch; experimenting
with adding synthetic stars to the image leads us to conclude that any
such late-time emission is likely to be less than ,25% of the level in
epoch 1 if it is not to appear visually as a faint point source in epoch 2,
however, that would still allow the NIR magnitude in epoch 1 to be up
to ,0.3 mag brighter.

To assess the significance of this result, it is important to establish
whether any emission seen in the first HST epoch could have a con-
tribution from the SGRB afterglow. A compilation of optical and NIR
photometry, gathered by a variety of ground-based telescopes in the
few days following the burst, is plotted in Fig. 2 along with our HST
results. Although initially bright, the optical afterglow light curve dec-
lines steeply after about ,10 h, requiring a late-time power-law decay
rate of a < 2.7 (where F / t2a describes the flux). The NIR flux, on the
other hand, is significantly in excess of the same extrapolated power
law. This point is made most forcibly by considering the colour evolu-
tion of the transient, defined as the difference between the magnitudes
in each filter, which evolves from R606 2 H160 < 1.7 6 0.15 mag at about
14 h to greater than R606 2 H160 < 2.5 mag at about 9 d. It would be
very unusual, and in conflict with predictions of the standard external-
shock theory25, for such a large colour change to be a consequence of
late-time afterglow behaviour. The most natural explanation is there-
fore that the HST transient source is largely due to kilonova emission,
and the brightness is in fact well within the range of recent models
plotted in Fig. 2, thus supporting the proposition that kilonovae are
likely to be important sites of r-process element production. We note
that this phenomenon is strikingly reminiscent, in a qualitative sense,
of the humps in the optical light curves of long-duration c-ray bursts

produced by underlying type Ic supernovae, although here the lumino-
sity is considerably fainter and the emission is redder. The ubiquity and
range of properties of the late-time red transient emission in SGRBs
will undoubtedly be tested by future observations.

The next generation of gravitational-wave detectors (Advanced LIGO
and Advanced VIRGO) is expected ultimately to reach sensitivity levels
allowing them to detect neutron-star/neutron-star and neutron-star/
black-hole inspirals out to distances of a few hundred megaparsecs26

(z < 0.05–0.1). However, no SGRB has been definitively found at any
redshift less than z 5 0.12 over the 8.5 yr of the Swift mission to date27.
This suggests either that the rate of compact binary mergers is low,
implying a correspondingly low expected rate of gravitational-wave
transient detections, or that most such mergers are not observed as
bright SGRBs. The latter case could be understood if the beaming of
SGRBs was rather narrow, for example, and the intrinsic event rate was,
as a result, two or three orders of magnitude higher than that observed
by Swift. Although the evidence constraining SGRB jet opening angles
is limited at present28 (indeed, the light-curve break seen in GRB 130603B
may be further evidence for such beaming), it is clear that an alterna-
tive electromagnetic signature, particularly if approximately isotropic,
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Figure 2 | Optical, NIR and X-ray light curves of GRB 130603B. Left axis,
optical and NIR; right axis, X-ray. Upper limits are 2s and error bars are 1s. The
optical data (g, r and i bands) have been interpolated to the F606W band and
the NIR data have been interpolated to the F160W band using an average
spectral energy distribution at ,0.6 d (Supplementary Information). HST
epoch-1 points are given by bold symbols. The optical afterglow decays steeply
after the first ,0.3 d and is modelled here as a smoothly broken power law
(dashed blue line). We note that the complete absence of late-time optical
emission also places a limit on any separate 56Ni-driven decay component. The
0.3–10-keV X-ray data29 are also consistent with breaking to a similarly steep
decay (the dashed black line shows the optical light curve simply rescaled to
match the X-ray points in this time frame), although the source had dropped
below Swift sensitivity by ,48 h after the burst. The key conclusion from this
plot is that the source seen in the NIR requires an additional component above
the extrapolation of the afterglow (red dashed line), assuming that it also decays
at the same rate. This excess NIR flux corresponds to a source with absolute
magnitude M(J)AB < 215.35 mag at ,7 d after the burst in the rest frame. This
is consistent with the favoured range of kilonova behaviour from recent
calculations (despite their known significant uncertainties11–13), as illustrated by
the model11 lines (orange curves correspond to ejected masses of 1022 solar
masses (lower curve) and 1021 solar masses (upper curve), and these are added
to the afterglow decay curves to produce predictions for the total NIR emission,
shown as solid red curves). The cyan curve shows that even the brightest
predicted r-process kilonova optical emission is negligible.

RESEARCH LETTER

5 4 8 | N A T U R E | V O L 5 0 0 | 2 9 A U G U S T 2 0 1 3

Macmillan Publishers Limited. All rights reserved©2013

Engine model 
　Energy Injection from engine  

Tanvir+13

＊timescale = photon diffusion : 
tdi↵ /

r
M

cv

Afterglow in sGRB130603B 
　NIR excess（@~7day）
＊r-process model works
＊engine model also works
　e.g., jet：extended, plateau
＊X-ray excess
　=>X-ray absorption and reprocess
In GW170817
       Can engine model reproduce MN ? 

Energy Sources of Macronova(MN): 
Central Engine? 

Kisaka+16

Kisaka+15

Fong+14LX ⇠ LIR

Tanvir+13,Berger+13
Hotokezaka+13,

Chapter 2 Galactic Black Holes 7

!"!"!"#"#"
$"

!"

Observer

1M2M

3M1M

2ΩK.

sin i

a2is the mass ratio. In the second equality, we used Eqs. (2.1) and (2.2).a1
Primary Companion

(Secondary)

Center of Mass

Figure 2.1: Schematic picture of a observer and binary system.

envelope inflows to the primary via Lagrange point, so-called ”Roche lobe over flow”. When

the gas inflows the primary, they bring angular momentum and circulates around the BHs.

This system is called as accretion disk, which we discuss in the next section.

2.2 Accretion Disk

Generally, the accreting gas has angular momentum and starts to circulate before reaching

the central BH. The resulting system is called an accretion disk. The accretion disk systems

have been extensively studies since 1960’s, and even now, the accretion disk is one of the

main research field in astrophysics. In this section, we review the basic theoretical aspects

of the accretion disk theory.

2.2.1 Standard Disk

In this subsection, we discuss the standard disk, which is the basic system and gives inspira-

tion to discuss the disk system. The Keplerian rotating gas feels friction due to the velocity

gradient along to the radial direction. By the viscosity, the angular momentum of the gas is

transported to the outer radius, and the gas accretes to the inner radius. In the following,

we only consider disks which is stationary and axial symmetric in the cylindrical coordinate

(R,ϕ, z). In particular, when the following assumptions hold, the disk structure is described

analytically (Shakura & Sunyaev, 1973).

injection 

Observer
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in others10,18,20. In our simulation, only about 3% of the bound mass 
is ejected. Although this is a small fraction of the bound mass, it is 
approximately 15% of all mass that has returned through the pericentre,  
and the ejection efficiency steadily increases through the run.  
By the end of the simulation, typical outflow speeds at infinity are 
around 7,500 km s−1, about an order of magnitude lower than predicted 
winds from super-Eddington accretion disks28.

We calculate the bolometric light curve using two different methods. 
First, we sum the radiative flux through each photospheric cell given by 
our grey radiation transfer scheme. Second, we approximate the emit-
ted spectrum by computing the thermalization radius Rth and assuming 
that each cell above and below Rth emits a blackbody spectrum with 
its local temperature T, and a fractional weight given by the effective 
optical depth in this cell. We then convert this approximate spectrum 
into a synthetic observation by calculating its luminosity in Zwicky 
Transient Facility (ZTF) and Swift UltraViolet Optical Telescope (UVOT) 
bands, and fitting a single-temperature blackbody to the ‘multi-band 
photometry’. Both procedures are done for 192 isotropically sampled 
viewing angles.

In Fig. 3, both luminosity estimators indicate that the simulation 
has roughly reached the peak of the light curve. The bolometric and 

flux-limited diffusion approach estimates a substantially lower peak 
luminosity and a higher pre-peak luminosity than the single-temperature 
blackbody fit, probably because of the inherent inaccuracy of the latter 
method. The flux of vertical kinetic energy (a proxy for energy dissipa-
tion in shocks produced by the compression and re-expansion of debris 
streams moving through the pericentric nozzle) roughly tracks the 
flux-limited diffusion luminosity until about 55 days, when the vertical 
kinetic energy flux enters a sharp decline. This is further evidence for 
a qualitative transition from early-time dissipation in compression 
shocks to late-time dissipation from runaway stream–disk interac-
tions. The peak ‘fitted’ luminosity exhibits only a weak dependence on  
the viewing angle.

Figure 4 shows the fitted blackbody parameters as a function of 
time: blackbody temperature TBB, blackbody luminosity LBB and the 
derived blackbody radius RBB (assuming simultaneous Swift and 
ZTF observations). We also compare our blackbody light curves to 
a sample of 17 real TDE light curves observed by ZTF26. Empirically, 
a large fraction of TDEs features powerful optical–UV emission 
from extended photospheres25,26, with peak LBB ≈ 1043−44.5 erg s−1, 
RBB ≈ 1014−15 cm at peak (with considerable  time evolution before and 
after peak) and TBB ≈ 2−5 × 104 K at peak (with little time evolution 
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Fig. 1 | Density and dissipation. Projections of the gas density ρ (left) and 
volumetric dissipation rate u ̇(right) on the orbital plane at t = 47 days (top), 
t = 55 days (middle) and t = 62 days (bottom). The colour schemes are 
logarithmic and are labelled in sidebars. The u ̇figures show that at all times, 
energy dissipation is dominated by interactions relatively near stream 
pericentre (rather than at the self-intersection radius visible in the density 

plots). Comparing the figures for t = 47 days and t = 62 days, we see qualitative 
morphological differences in both ρ and ̇u. At early times, dynamically  
cold streams produce most of their ̇u in a small region localized near the 
compression shock at the pericentre. At late times, a runaway circularization 
process has begun, and ̇u is spread over a larger region in which returning 
streams shock against partially circularized debris.

crossing this radius is mostly advected into the black hole
rather than radiated, so converting it into a luminosity simply
measures the amount of energy that would have been dissipated
to reach this radius if all the matter were on a perfectly circular
orbit. The resulting “luminosity” Lacc follows the same trend as
the actual energy dissipation rate above but is ∼0.5–1 orders of

magnitude greater throughout the simulation. This suggests that
some material is accreted almost radially, with little to no
orbital energy dissipated before accretion (Svirski et al. 2017).
The bottom panel of Figure 3 shows the approximate time

taken for photons to diffuse from near the black hole out to the
photosphere radius, assuming the material remains static. We

Figure 1. A year in the life of a TDE. We show snapshots of column density in the simulation of a 1 Me star on a parabolic orbit with β = 1, disrupted by a 106 Me
black hole, using 4 × 106 SPH particles in the Schwarzschild metric. The main panel shows the large-scale outflows after 365 days projected in the x–y plane with log
scale. Inset panels show the stream evolution on small scales (100 × 100 au), showing snapshots of column density projected in the x–y plane on a linear scale from 0
to 1500 g cm−2 (colors are allowed to saturate). The animation runs from 0 to 366 days. The real-time duration is 160 s. Data and scripts used to create the figure are
available on Zenodo: doi:10.5281/zenodo.11438154.
(An animation of this figure is available in the online article.)
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3.2. Formation of Shocks

It is convenient to divide the multiple shocks by approximate
location: pericenter or apocenter. The compression and heating
of the gas near the pericenter are depicted in detail in Figure 8.
When the incoming stream is narrow and well defined (the two
upper panels at t t0), the nozzle shock structure can be
described in terms of two components. As the different portions
of the returning stream converge, adiabatic compression raises
the temperature at the center of the stream. The shock itself
runs more or less radially across the stream, extending both
inward and outward from the stream center. However, at later
times (beginning at t t0), the structure becomes more
complex. The matter that has been deflected onto lower
angular momentum orbits circulates in the region inside rp and
develops a pair of nearly stationary spiral shocks. The shock
closest to the position of the nozzle shock stretches
progressively farther outward, reaching ∼2000rg by t; 2t0 (see
Figure 4). However, while the shock extends to greater radii, it
also loses strength. A similar progressive widening and
weakening of the nozzle shock was found by Shiokawa et al.
(2015).
Outgoing previously returned matter intersects the path of

newly arriving matter in the apocenter region because a
combination of apsidal rotation due to the finite duration of the
disruption and relativistic apsidal precession causes earlier and
later stream orbits to be misaligned (Shiokawa et al. 2015).
When the apocenter shock first forms, it is relatively close to
the BH (1000rg), because the very first debris to return has
orbital energy more negative than −ΔE. As the mass return
rate rises, its orbital energy also increases, so the debris
apocenter moves outward. However, even at t ; t0, when the
shock is located at r; 6000rg, it is found closer to the BH than
the apocenter distance corresponding to E=−ΔE, because the
outgoing stream has lost orbital energy to dissipation in the
nozzle shock. At still later times, the apocenter shock moves
farther inward, as the mean energy of the previously shocked
matter decreases further.
Some of the outgoing material, upon collision with the

incoming stream, is deflected both horizontally and vertically.
In the left panel of Figure 9, we show the temperature

Figure 4. The density distribution around the BH excision (yellow dot) in the
equatorial plane at four different times, t/t0 = 0.5, 1, 2, and 3. The extent of the
inset is 500rg.

Figure 5. Accumulated mass normalized by Må as a function of the distance
from the SMBH at t/t0 ; 0.5, 1, 2, and 3. The dashed black vertical line
indicates the pericenter distance of the original stellar orbit. The mass expelled
through the radial inner boundary at r = 40rg is included as if the accreted mass
is confined within r = 40rg.
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6.1.1. The Selection Effects

Considering the whole sample of 33 TDEs, the correlations
between eight pairs of parameters appear to be significant.
While a few similar correlations have also been reported by
Hammerstein et al. (2023), we note that such correlations might
be promoted by selection effects. To be in our sample, the host
galaxies need to be bright enough to be detected in the ZTF
reference catalog (Section 2.2). Since µM MBH gal

1.6 (see
Equation (5)) and Mgal∝ Lgal, we can find luminous TDEs
hosted by higher-mass BHs even at high redshifts.

Based on the the values of zmax,h computed in Section 5.2
(see Table 5), within z< 0.24, even the faintest host galaxy of
our sample (i.e., the host of AT2020wey) can be detected in the
ZTF reference catalog. Therefore, within this volume, there
should be no observational bias toward bright galaxies.34

Restricting ourselves to the 28 TDEs at z< 0.24, the
correlation between a few pairs of parameters becomes
statistically less insignificant. The correlation between Rbb and
Tbb becomes even more significant, as expected in a flux-
limited sample if many TDEs have a similar peak blackbody
luminosity. In Sections 6.1.2 and 6.1.3, we discuss the other
two strong correlations.

6.1.2. Duration above Half-max Versus Black Hole Mass

The correlation between the light-curve evolutionary speed
and BH mass has been reported in the literature (van Velzen
et al. 2020; Gezari 2021; Hammerstein et al. 2023), which we
confirm in panel (e) of Figure 12. We note that the p-values
between t1/2,rise and log MBH (2.3× 10−3) and between
t1/2,decline and log MBH (1.0× 10−3) are comparable to (but

slightly greater than) the p-value between t1/2 and log MBH
(5.0× 10−4).
We define M6≡MBH/(10

6Me). A log-linear fit between t1/2
and MBH for 33 TDEs yields the following (see the dashed
line):

( )=
-
+

t
M

42.5 days
, 91 2

3.5
3.9 6

0.14 0.04

which has an intrinsic scatter of 0.17 dex. Restricting to the 28
TDEs at z< 0.24, we obtain a similar power-law relation of the
following (see the solid line):

( )=
-
+

t
M

41.6 days
, 101 2

3.5
3.8 6

0.16 0.05

which has an intrinsic scatter of 0.15 dex.
Equations (9), (10) can be compared with the fall-back

timescale of the most bound debris (see the dotted line):

( )= -
* *

t
M m r

41 days
. 11fb

6
1 2 1 3 2

The observed shallow power-law index may be caused by other
processes. For example, the circularization of the stellar debris
has been shown to be more rapid around higher-mass BHs
(Bonnerot et al. 2016; Bonnerot & Lu 2020).

6.1.3. Eddington Ratio Versus Black Hole Mass

The distribution of our sample on the Eddington ratio and
BH mass diagram is shown in panel (d) of Figure 12. A log-
linear fit between λEdd and MBH for 33 TDEs yields the
following (see the dashed line):

( )l
=

-
+

- M
0.45

, 12Edd

0.10
0.12 6

0.52 0.11

which has an intrinsic scatter of 0.28 dex. To correct for the
selection bias, we also fit for the 28 TDEs at z< 0.24, obtaining
a steeper power law as follows (see the solid line):

( )l
=

-
+

- M
0.41

, 13Edd

0.09
0.11 6

0.74 0.12

which has an intrinsic scatter of 0.11 dex. This relatively tight
correlation is not surprising since by definition

l º - -L Mlog log log 38.10Edd bb BH . And Equation (13)
comes from the fact that Lbb is only weakly positively
correlated with MBH (see the filled markers in panel (b)).
Equation (13) can also be compared with the expected peak

fall-back rate of ( ) » *M M t3fb fb relative to the Eddington
accretion rate (see the dotted line):

( )

 h= -

- -
* *

M
M

m r M136 14fb

Edd
1

2 3 2
6

3 2

where η is the accretion radiative efficiency, and η−1≡ η/0.1.
The observed power law is much shallower than that in
Equation (14). In fact, the majority of TDEs in panel (d) lie
well below the dotted line. One likely reason might be
Eddington-limited accretion. Indeed, none of the TDEs in our
sample appear to have a peak blackbody luminosity that is
significantly super-Eddington. Another natural explanation is
that the UV and optical peak blackbody luminosity only

Figure 11. MBH vs. Mgal for 19 TDEs with MBH measurements inferred from
σ*, labeled by IDs in Table 3. The solid red line is a linear fit to these objects
(Equation (5)). The solid, dashed, and dash–dotted blue lines are relations
presented in Greene et al. (2020; supplemental Table 5), derived using all
galaxies (with upper limits on MBH), late-type galaxies (with upper limits), and
early-type galaxies. The thin dotted and long dashed gray lines are from Reines
& Volonteri (2015) using AGN and inactive galaxies.

34 Note that, here, we do not consider galaxies with an absolute r-band PSF
magnitude fainter than that of AT2020wey.
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✓Measuring σ in host => BH mass from MBH-σ relation
✓Possible correlations

captures a fraction of the total bolometric luminosity, with the
EUV and X-ray luminosity unaccounted for.

6.2. Luminosity Functions

While theoretical calculations show that the TDE rate may
decline by a factor of 5 from z= 0, to z= 1 (Kochanek 2016), a
detailed discussion of the redshift evolution of TDE rates is
beyond the scope of this work. Hereafter, we assume that the

TDE rate remains the same out to the highest redshift object in
our sample (i.e., z< 0.519).

6.2.1. Rest-frame g-band LF

In the upper panel of Figure 13, we show the distribution
of the 33 TDEs in the observed redshift versus peak rest-
frame g-band luminosity diagram, where the boundaries of
the nine logLg bins are indicated with vertical lines. For a
certain bin j with nj TDEs and width D Llogj g, the rate

Figure 12. Panels (a)–(o): correlations between TDE photometric properties, λEdd, and MBH. Symbol colors follow the same convention as in Figure 2 and Figure 9.
Hollow markers show objects at z > 0.24, where there is an observational bias toward selecting TDEs in higher-mass galaxies. Panel (a): the dotted line shows the
expected µR Mbb BH

2 3 scaling relation in a fiducial cooling envelop model (Metzger 2022); the dashed ( µR Mbb BH
0.15) and solid ( µR Mbb BH

0.09) lines show the best-fit
power laws using all markers and filled markers, respectively (see Section 6.3). Panel (d): the dotted line shows the expected Eddington ratio of peak fall-back
accretion rate l µ -M ;Edd BH
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6.2. Luminosity Functions
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detailed discussion of the redshift evolution of TDE rates is
beyond the scope of this work. Hereafter, we assume that the

TDE rate remains the same out to the highest redshift object in
our sample (i.e., z< 0.519).

6.2.1. Rest-frame g-band LF

In the upper panel of Figure 13, we show the distribution
of the 33 TDEs in the observed redshift versus peak rest-
frame g-band luminosity diagram, where the boundaries of
the nine logLg bins are indicated with vertical lines. For a
certain bin j with nj TDEs and width D Llogj g, the rate
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Host: E+A (post-starburst) galaxy
French+16

4. DISCUSSION

4.1. Preference of TDEs for Quiescent Balmer-strong Galaxies

There are several unique characteristics of quiescent Balmer-
strong galaxies that might act to boost the TDE rates. Many

such galaxies have had a recent galaxy–galaxy merger, which
might in turn lead to (1) a black hole binary, and/or (2)
perturbed stellar orbits that pass closer to the black hole. A
recent starburst associated with the merger could produce (3) a
large A star population now evolving into more easily

Table 1
TDE Host Properties

TDE Host Hα EWa
H Ad z Mr

b Slit Width Data Source
(Å) (Å) mag (arcsec (kpc))

SDSS J0748 −11.36±1.00 1.20±0.81 0.0615 −20.13±0.02 1.0 (1.2) Yang et al. (2013)
ASASSN14ae −0.68±0.40 3.37±0.79 0.0436 −19.75±0.02 3.0 (2.6) SDSS
ASASSN14li −0.59±0.53 5.71±0.61 0.02058 −19.20±0.02 3.0 (1.3) SDSS
PTF09axc −1.07±0.67 4.89±0.36 0.1146 −20.55±0.02 1.0 (2.1) A14
PTF09djl −0.26±0.66 4.67±0.49 0.184 −20.02±0.03 1.0 (3.1) A14
PTF09ge −1.70±0.75 0.33±0.68 0.064 −20.23±0.02 0.7 (0.9) A14
PS1-10jh −0.54±0.65 1.68±0.76 0.1696 −18.48±0.05 1.0 (2.9) A14
PTF15af −1.65±0.30 1.31±1.91 0.0790 −20.20±0.02 3.0 (4.5) SDSS

Swift J1644 −2.50±0.76 4.71±1.06 0.3534 −18.44±0.1 1.0 (5.0) Levan et al. (2011)

Notes.
a Negative values indicate emission. Hα EW values are corrected for stellar absorption.
b Absolute magnitudes (r band, no extinction correction) from SDSS (model_mag) for optical/UV TDE hosts, and from Levan et al. (2011) for Swift J1644. We
assume H 700 = km s−1 Mpc−1, 0.7W =L , and 0.3mW = .

Figure 2. Spectral characteristics of SDSS galaxies (gray) and TDE candidate host galaxies (colored points): Hα EW emission (current star formation) vs. H Ad
absorption (from A stars, indicating star formation within the past ∼Gyr). The SDSS galaxies populate the “red sequence” (low Hα EW, low H Ad ) and “blue cloud”
(extending up to higher Hα EW at moderate H Ad ). Many TDE hosts lie within the quiescent Balmer-strong galaxy “spur” extending to high H Ad at low Hα EW. Two
cuts along the spur are shown: Hα EW < 3 Å with H Ad − σ(H Ad ) > 4 Å (dashed boundary) and H 1.31Ad > Å (solid boundary). These regions include only 0.2% and
2.3% of the SDSS galaxies, yet encompass 38% and 75% of the optical/UV TDE host galaxies, respectively. Three example star formation history tracks are shown.
Short duration starbursts (dark and medium blue) on top of an existing old stellar population will pass through the strongest H Ad region once the starburst ends,
evolving through the moderately strong H Ad region at later times. A gradually declining star formation history (light blue) cannot pass through the strictest H Ad cut.
TDE host galaxies with the highest H Ad absorption thus have likely experienced a recent starburst. Galaxies with H 1.3Ad = –4 Å have a range of possible star
formation histories (see text), but have still experienced a recent decline in their star formation. The TDE hosts SDSS J0748 and PTF09ge do not lie in the spur, but
among the star-forming and early-type populations, respectively. The high energy TDE candidate Swift J1644 (purple) has strong H Ad absorption (its errors place it
just outside our strictest cut). Even if Swift J1644 turns out to be the only one of the three known high energy TDEs with a host that lies in this region, high energy
TDE rates will be over-represented in quiescent Balmer-strong galaxies by 80> .́
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Host: Green valley galaxy

compare the properties of TDE hosts to the population of local
galaxies, we started with the flux-limited (14�mr� 17.77)
sample of ∼6.6× 105 spectroscopically classified SDSS
galaxies (Strauss et al. 2002) with Mgal estimated by Mendel
et al. (2014; Table 4). We computed 0,0u− r using the rest-
frame absolute magnitude in u and r bands provided by the
Photoz table in SDSS DR7 (Abazajian et al. 2009). To build
a comparison sample representative of galaxies that our ZTF
TDE selection is sensitive to, for each TDE in our sample, we
randomly select 103 galaxies with <z zmax, where z is the
redshift of the SDSS galaxy, and zmax is computed in
Section 5.2. The gray contours in Figure 18 are regions
encircling 6.7%, 16%, 31%, 50%, 69%, 84%, and 93.3% (i.e.,
in steps of 0.5σ) of the final sample of 3.3× 104 galaxies.

The region of green-valley galaxies defined by Schawinski
et al. (2014) is marked by the light green band in Figure 18,
which already enclosed galaxies in the “red sequence” and
“blue cloud” loci of the SDSS comparison sample. Therefore,
we define a new green-valley locus (shown as the solid green
line):

( ) ( )- = + ´u r M M0.5 0.15 log . 220,0
gal

Based on Equation (22), we define a new quantity of
Mgal-corrected color:

– ( ) ( )º - - ´ u r M M0.5 0.15 log , 230,0
gal

which represents the vertical distance to the green-valley loci
on the color–mass diagram. We define red, green, and blue
galaxies to be those with > 0.1, ∣ ∣  0.1, and < - 0.1,
respectively.
We compute f(Mgal) for red, green, and blue galaxies.

Note that the uncertainty of  is not negligible and is
dominated by the uncertainty of 0,0u− r. Therefore, for each
TDE host, we computed the PDF of its  (assuming Gaussian
distributions), and calculated the probabilities of it being a
red or green or blue galaxy. For example, the host position of
AT2018iih/ZTF18acaqdaa (ID 1) is in the green valley, but
the probability of it being a red, green, and blue galaxy is
0.40, 0.52, and 0.08, respectively. The resulting f(Mgal) for
three  bins are shown as the solid thick curves in panels (b)–
(d) of Figure 17.
The GMFs for the three  bins are computed using the

Mendel et al. (2014) sample. By definition, GMF(red)+GMF
(green)+GMF(blue)=GMF(total). We compute ´-Mgal

0.41

GMF, and scale it to match the observed optical TDE galaxy
mass function at the typical galaxy mass of 1010Me.

Figure 17. Panel (a): the dotted thin lines represent the values of i
(Equation (7)) multiplied by the individual PDFs of log Mgal. The solid thick
curve shows the total optical TDE rate as a function of Mgal, plotted between
the peak of the PDF of the lowest galaxy mass (109.17 Me) and highest galaxy
mass (1011.03 Me). The semitransparent region represents the 1σ uncertainties.
Panels (b)–(d): the observed optical TDE galaxy mass functions in three bins of
 (Equation (23)). The dashed–dotted lines show the local GMFs multiplied by

-Mgal
0.41 and scaled to match the observation at Mgal = 1010 Me.

Figure 18. Host galaxies of the TDE sample on the 0,0u − r vs. Mgal diagram,
labeled by the IDs in Table 3. The background contours represent a comparison
sample of galaxies from SDSS (see text). The region of green valley defined by
Schawinski et al. (2014) is denoted by the light green band. In this work, we
define a narrower region of green valley (dark green band) by following the
contour of the SDSS comparison sample. The solid green line marks the middle
of the new green valley (Equation (22)).
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in order to estimate the total stellar masses. This includes either
SDSS model magnitudes or Pan-STARRS Kron magnitudes (if
a source is outside the SDSS footprint), as well as GALEX
NUV and FUV photometry. We use the Prospector software
(Johnson et al. 2021) to run a Markov Chain Monte Carlo
sampler (Foreman-Mackey et al. 2013), with 100 walkers and
1000 steps, to obtain the posterior distributions of the Flexible
Stellar Population Synthesis models (Conroy et al. 2009). We
discard the first 500 steps to ensure proper sampling of the
posterior distribution. We follow the procedure of Mendel et al.
(2014), adopting the same parameter choices for the five free

parameters: stellar mass, Calzetti et al. (2000) dust model
optical depth, stellar population age, metallicity, and the
e-folding time of the star formation history. The results of this
fitting are given in Table 2.
Figure 3 shows the extinction-corrected, rest-frame u− r

color versus total stellar mass of the TDE hosts estimated from
the stellar population synthesis fits to the pre-flare photometry.
Both panels in this figure show the same background sample of
30,000 SDSS galaxies taken from the Mendel et al. (2014)
catalog of total stellar mass estimates, constructed in the same
manner as in Hammerstein et al. (2021), which corrects for the
flux-limited nature of SDSS and produces a sample repre-
sentative of the galaxies our search for TDEs is sensitive to.
The top panel of Figure 3 also shows the limits of the green
valley, the transition region between blue, star-forming galaxies
and red, quiescent galaxies, originally defined by Schawinski
et al. (2014).
Previous studies of TDE host galaxies have found that a

majority of TDE hosts are green (Law-Smith et al. 2017;
Hammerstein et al. 2021). Most recently, Sazonov et al. (2021)
found that a sample of X-ray bright TDE hosts discovered
within the SRG/eROSITA survey were predominantly green.
Hammerstein et al. (2021) found that, of the first 19 TDEs in
this sample, 63% of them fell within the limits of the green
valley. With an additional 11 TDE hosts, we find that 47% of
the hosts fall within the green valley limits as defined in
Hammerstein et al. (2021), compared to only 13% of the
background sample, with 9/30 TDE hosts in the red sequence
and 7/30 in the blue cloud. However, 11/17 of the blue and red
galaxies fall within 0.12 mag of the green valley limit, which
can be difficult to define due to differences in sample selection
and redshift cuts. We perform a binomial test to determine
whether the number of TDE hosts within the green valley differs
significantly from what is expected given the background
sample of SDSS galaxies. We find that we can reject the null
hypothesis that the TDE hosts are drawn uniformly from the
sample of SDSS galaxies with a p-value= 6.5× 10−6.
It is important to compare the properties of the TDE-fea-

tureless class to those of possible impostor transients and look-
alikes. One such class of impostor is comprised of super-
luminous supernovae (SLSN). The early-time light curves of
TDEs and SLSN can be difficult to differentiate, and the optical
spectra of SLSN can show features that can be mistaken for
features characteristic of the four TDE spectroscopic classes
described in Section 2.2 (Gal-Yam 2012; Zabludoff et al.
2021). The early-time spectra of SLSN-II can even be fea-
tureless, making the classification of a transient as TDE-fea-
tureless more complicated. Figure 3 also shows the extinction-
corrected, rest-frame u− r color versus absolute r-band mag-
nitude of the TDE hosts, along with a selection of SLSN host
galaxies from TNS. SLSN hosts were chosen from those
classified as SLSN-I and SLSN-II and were required to have
SDSS observations for ease of data access. The distribution of
SLSN hosts is not surprising, given previous studies of SLSN
hosts (e.g., Lunnan et al. 2014; Leloudas et al. 2015; Perley
et al. 2016; Hatsukade et al. 2018; Schulze et al. 2018; Ørum
et al. 2020; Schulze et al. 2021; Taggart & Perley 2021). The
majority of SLSN hosts shown in Figure 3 are blue, star-
forming hosts, while all four TDE-featureless hosts are near or
above the red edge of the green valley. This type of host color
distinction, which has previously been discussed in French &
Zabludoff (2018), will be important for distinguishing TDEs

Figure 3. Top: The extinction-corrected, rest-frame u − r color vs. total stellar
mass of the TDE hosts, estimated from the stellar population synthesis fits to
the pre-flare photometry. Here, 47% of the TDE hosts are within the limits of
the green valley, and 69% of the hosts outside of the green valley are within
0.12 mag of the boundary. Red circles are TDE-H, green squares are TDE-H
+He, blue pentagons are TDE-He, and black diamonds are TDE-featureless.
Bottom: The extinction-corrected, rest-frame u − r color vs. absolute r-band
magnitude of the TDE hosts, plus a selection of SLSN hosts from TNS with
SDSS observations. The SLSN hosts are largely blue, star-forming galaxies,
while the TDE hosts are dominated by green and red galaxies.
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Event rate: Theory
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Fig. 1 Schematic representations of the loss cone in a spherical galactic nucleus. On the left (panel a, taken
with permission from Amaro-Seoane 2018), we see the conical velocity-space loss region at an instanta-
neous point along a star’s elliptical orbit around a supermassive black hole. The tidal radius (denoted rtid
in this image) will overlap with the star’s pericenter if its instantaneous velocity vector v⃗ falls into the loss
cone. On the right (panel b, taken with permission from Milosavljević and Merritt 2003), an orbit-averaged
loss cone is depicted in the space of (negative) specific orbital energy E ≡ −E and angular momentum
j = R1/2 = L/Lcirc ≤ 1. The loss cone becomes larger and larger in the space of dimensionless angular
momentum as one moves to more tightly bound orbits (larger |E|).

Much of the remaining story revolves around estimating the equilibrium loss cone popula-
tion, which is set by the efficiency of those processes that change the angular momenta of
stars. As a useful benchmark, consider a situation where these processes are extremely rapid,
so that the angular momentum distribution is nearly uniform (isotropic). The corresponding
rate of disruptions is called the (isotropic) full loss cone flux:

Fiso(E) = N(E)Rt(E)

Torb(E)
. (8)

In a more complicated situation, the loss-cone population may be either smaller or larger
than this reference value, depending on both the initial conditions and the efficiency of
angular momentum mixing.

3.2 Two-Body Relaxation

A mechanism that operates in all stellar systems is two-body (or collisional) relaxation,
caused by the discreteness of the stellar distribution. In the classical, “Chandrasekhar,” the-
ory of two-body relaxation, the evolution of the stellar DF is driven by uncorrelated two-
body encounters. We will begin, for simplicity, with a spherically symmetric nuclear star
cluster surrounding a SMBH. The star cluster has local three-dimensional density n(r) and
velocity dispersion σ (r) in coordinate space (here r is the distance from the SMBH), but its
time evolution is most simply described by the Fokker–Planck equation in integral space,
i.e. for N(E,L, t). We may define a local relaxation time as

Trel ≡
σ 3

G2n⟨m2
⋆⟩ lnΛ

, (9)

E
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(
t
tfb

)−5/3

(12)

tfb ≃ 40 day (13)

20RS R⋆,0M
−1/3
⋆,0 M−2/3

•,6 , (14)

t =
2πGM•

(2|ε|)3/2 (15)

T ≃ 400eV (16)

β ≡ RT

Rp
(17)

∆ε ∼ GM•

Rp

(
R⋆

Rp

)2 ∆m
M⋆

∆ε ∼ GM⋆

R⋆

(
∆m
M⋆

)
β3 (18)

∆ε ∼ − GM2
•

M⋆R⋆

(
R⋆

Rp

)6

∆ε ∼ −GM⋆

R⋆
β6 (19)

Trel ∼
Porb

N⋆

(
M•

M⋆

)2

∼ 1010yrM2
•,6σ

−3
h,7 (20)

RTDE ∼ N⋆

Trel
∼ σ3

h

GM•
∼ 10−4yr−1M•,6σ

−3
h,7 (21)

σ2
h ∼ GM•

rinf
(22)

M• ∝ σ4
h (23)

This paper has been typeset from a TEX/LATEX file prepared by
the author.

© 2023 The Authors

MNRAS 000, 1–1 (2023) Preprint 12 November 2024 Compiled using MNRAS LATEX style file v3.2

Slide

Tatsuya Matsumoto1⋆
1Columbia Astrophysics Laboratory, Columbia University, New York, NY 10027, USA

12 November 2024

ABSTRACT

GM⋆

R2
⋆

! GM•

r2

(
R⋆

r

)
⇒ RT ≡ R⋆

(
M•

M⋆

)1/3

(1)

δvml ∼ ϵvp (2)

∼
√

rp/rTDE = β−1/2 (3)

JTDE ≃
√
GM•rTDE (4)

Jcirc(E) ∝ E−1/2 (5)
(

t
T r

)1/2

(6)

δE
E

∼ δJ
Jcirc(E)

∼
(

t
Tr

)1/2

(7)

f(E, J) = f0(E)f(J) (8)

RTDE =
J2
TDE

J2
circ(E)

(9)

q(E) ≡ P (E)D(E)
RTDE

∼ (10)

P (E) ∝ E3/2 (11)
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Event rate: Observation

[ ( )]f = å D= .T L1 logj i
n

i i j g1 span, max,
j , and we compute the

corresponding uncertainty of fj based on the Poisson error
(Gehrels 1986). For example, when nj= 4, the upper and
lower limits of fj are f f= ´ 7.163 4j

u
j , and f =j

l

f ´ 2.086 4j .
First, we fit the seven solid data points in the lower panel of

Figure 13 with a single power law of

( ) ( ) ( )⎜ ⎟⎛⎝ ⎞⎠�f = =
g-*
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d L

d L
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L

Llog
. 15g
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For L0= 1043 erg s−1, we have � = ´-
+ - - -N 1.82 10 Mpc yr0 0.39

0.48 7 3 1,
and g = -

+2.00 0.14
0.15. The best-fit model, shown as the dotted gray

line in Figure 13, is steeper than the power-law model with
γ= 1.6± 0.2 presented by van Velzen (2018).

Next, we describe the LF with a double power law of the
following:

( ) ( )⎜ ⎟ ⎜ ⎟⎡⎣⎢⎛⎝ ⎞⎠ ⎛⎝ ⎞⎠ ⎤⎦⎥�f = +
g g -

L N
L

L

L

L
16g

g g
0

bk bk

1
1 2

where −γ1 is the faint-end slope, −γ2 is the bright-end slope,
and Lbk is the characteristic break luminosity. We perform the
fit with MCMC, obtaining = ´-

+ -L 1.36 10 erg sbk 0.48
0.89 43 1,

� = ´-
+ - - -N 2.87 10 Mpc yr0 1.68

2.98 7 3 1, g = -
+0.261 0.80

0.61, and g =2

-
+2.58 0.25

0.27. This model is shown as the solid gray line in
Figure 13.

The BIC value of the double power-law fit is smaller than the
single power-law fit by 6.07. According to Raftery (1995), a
BIC difference of 0–2 is weak, a difference of 2–6 is positive,
and a difference of 6–10 is strong. Therefore, we conclude that

a double power-law LF provides a better description of
the data.
Our result of f(Lg) is consistent with that provided by van

Velzen (2018) at Lg∼ 1043.5 erg s−1. For overluminous events,
ASASSN-15lh is the only object with Lg> 1043.6 erg s−1 in the
van Velzen (2018) sample. The fact that nine objects in our
sample have Lg> 1043.6 erg s−1 allows us to constrain the
upper end of the LF more precisely.
For subluminous events, the LF measured with the ZTF

sample is shallower, and the rate is about a factor of 2 smaller
than that measured by van Velzen (2018). No objects in our
sample have Lg< 1042.4 erg s−1, while three objects in the van
Velzen (2018) sample (GALEX-D1-9, GALEX-D23H-1, and
iPTF16fnl) have Lg≈ 1042.3 erg s−1. However, the two
GALEX events have relatively sparse light curves (note the
lack of data points on the rise in Figure 15 of Gezari et al. 2008;
and Figure 2 of Gezari et al. 2009), which can possibly lead to
an underestimation of their peak g-band luminosity.

6.2.2. UV and Optical Blackbody LF

Following the procedures outlined in Section 6.2.1, we
compute the TDE rate as a function of the peak UV and optical
blackbody luminosity (see Figure 14).
With L0= 1043 erg s−1, a single power-law fit yields

( ) ( )

( )

⎜ ⎟⎛⎝ ⎞⎠f = ´-
+ - - -

- o

L
L
L

9.43 10 Mpc yr .

17

bb 3.04
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0

1.41 0.14

Figure 13. Upper: redshift vs. log Lg for 33 TDEs in this work (circles) and 13
TDEs used by van Velzen (2018; crosses). The boundaries of the 9 luminosity
bins used in this work are indicated by the vertical dotted lines. Lower: TDE LF
in rest-frame g band. We show the single and double power-law fits as well as
the two LFs presented in van Velzen (2018).

Figure 14. Upper: redshift vs. log Lbb for 33 TDEs in this work (circles), and
vs. the peak X-ray luminosity for 13 SRG-selected TDEs presented by Sazonov
et al. (2021). Lower: TDE LF in terms of peak UV and optical blackbody
luminosity or peak 0.2–6 keV X-ray luminosity. The dotted and solid gray lines
show the single power-law (Equation (17)) and double power-law
(Equation (18)) fits. The dashed green line shows the X-ray LF given by
Sazonov et al. (2021). For the dashed and dotted lines, 1σ uncertainties are
indicated with the semitransparent regions.

17

The Astrophysical Journal Letters, 955:L6 (31pp), 2023 September 20 Yao et al.

✓Consistent between optical & X-ray TDEs
✓Rate ~ 1e-7/Mpc3/yr ~ 0.001x(SN rate)~1e-5/galaxy/yr

Yao+23





✓TDE light curve settles into plateau phase at late time
✓Plateau is ubiquitous
✓Disk model predicts relation: Lpl∝MBH2/3
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Figure 10. Upper: TDE black hole mass–mass plots, where on the horizontal axis we plot the mass as inferred from the TDE plateau, and on the vertical axis,
we plot the mass as inferred from a galactic scaling relationship (on the left, we use the velocity dispersion σ , and on the right, the host galaxy mass Mgal).
The black dashed line shows M• = M•, i.e. perfect agreement between the independent approaches. Lower: the combined populations of black hole masses
and galactic properties (again on the left, we display velocity dispersion σ , and on the right the host galaxy mass Mgal). The points in grey are taken from the
paper Greene et al. (2020), while the points in blue are the TDEs, we are able to add in this analysis. The black dashed lines in these two plots are the scaling
relationships presented in Greene et al. (2020, our equations 53 and 54). The black hole masses inferred from the plateau luminosity correlate strongly with both
the black hole masses inferred from the host galaxy mass (Kendall’s τ = 0.46, p = 2.5 × 10−6) and host velocity dispersion (τ = 0.39, p = 1.3 × 10−3). It is
clear that the black hole masses inferred from the TDE plateaus fit as is expected with the pre-existing galactic populations.

The inferred (median and 1σ uncertainty) black hole spins
and masses of our sample are displayed in Fig. 12. For sources
with inferred masses below 107 M⊙, we have no black hole spin
constraining power from the plateau, and the distribution returns
the input flat distribution (with median a• = 0 and one-sigma
range ±0.67). At high inferred masses, the TDEs must be rapidly
rotating.

In Fig. 13, we plot the inferred black hole spin (median and
1σ uncertainty) plotted as a function of peak g-band luminosity,
and coloured by TDE spectral type, for the 49 TDEs in our
sample with plateau luminosity measurements. The spectral type
describes which broad lines are detected in the optical spectra of
the source, just Hydrogen (H), Hydrogen and Helium (H + He),
just Helium (He), or no lines (Featureless) (van Velzen et al.
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Figure 9. A comparison of the theoretical and observational νLν–M• TDE
populations, at 2 different observing frequencies (top = NUV wavelength,
bottom = optical g-band wavelength, all calculated in the source rest frame).
In grey points, we display the simulated population. We denote by green
diamonds the observed TDEs with a M•–σ estimate of their black hole mass,
and by orange circles those with M•–Mgal mass estimates. Some TDEs appear
twice if they reside in galaxies with both a σ and Mgal measurement. The
error bars on the plateau luminosities may be smaller than the marker sizes.
It is clear to see that the observed population of TDEs fit exactly with the
theoretical distribution.

Because the origin of the negative late-time flux is currently
unknown (and under investigation), we have not attempted to correct
the TDE light curves for this systematic effect. While this decreases
our sensitivity to accretion disc signatures in optical TDE light
curves, we are still able to obtain a large number of plateau detections,
as discussed in the next section. Adding an offset of +0.3 µJy would
affect the inferred flux of the plateau by less than 0.02 dex for 50
per cent of TDEs in our sample and by more than 0.2 dex for five
sources.

5.3 Light-curve modelling

We first correct the observed light curves for Galactic extinction.
For each TDE, we find the E(B − V) from the maps of Schlegel,
Finkbeiner & Davis (1998) and compute the extinction in each filter
using a blackbody spectrum with T = 3 × 104 (this fixed temperature
is justified because over the range of observed optical/UV TDE
temperatures, the extinction changes by only a few per cent). The

luminosity is computed using a flat cosmology with #$ = 0.7 and
H0 = 70 km s−1Mpc−1.

Following van Velzen et al. (2019b, c), we model the light curves
with a Gaussian-rise, exponential decay model. The spectrum is
described by a blackbody, and the light curve model if fit to all
optical/UV photometry simultaneously. To measure the late-time
plateau luminosity, we simply add one more component: a second
blackbody with a constant flux that starts at the time of maximum
light. Putting this together we obtain

L(t) = Learly(t) + Llate(t), (50)

Learly(t) = Lpeak(ν0)
B(ν, Tearly)
B(ν0, Tearly)

,

×
{

e−(t−tpeak)2/2σ 2
rise , t ≤ tpeak,

e−(t−tpeak)/τdecay , t > tpeak,
(51)

Llate(t) = Lplat(ν0)
B(ν, Tplat)
B(ν0, Tplat)

,

×
{

0, t ≤ tpeak,

1, t > tpeak.
(52)

Our model thus has seven free parameters:

(i) rise time (σ rise);
(ii) time of peak (tpeak);
(iii) luminosity at peak (Lpeak, at a reference frequency, ν0,peak);
(iv) post-peak exponential decay rate (τ decay);
(v) temperature near peak (Tearly);
(vi) plateau luminosity (Lplat, at a reference frequency, ν0,plat);
(vii) plateau blackbody temperature (Tplat).

To find the posterior distribution of the model parameters, we use
MCMC with a Gaussian likelihood function that allows for additional
variance (see e.g. van Velzen et al. 2019c).

We apply our model to the linear flux at the full time resolution, i.e.
no binning is applied to the observations. We optimize for the log10

of the model parameters, as such the resulting 68 per cent credible
intervals are dimensionless and measured in ‘dex’.

Before applying this model to the entire light curve, we first
consider only the first 180 d of post-peak observations and use only
the exponential decay model (i.e. Learly in equation 50). For this step,
flat priors are used for all parameters. The priors are uninformative
(i.e. well outside the range of the final posterior distributions). We
make an exception for TDEs only detected in the post-peak phase.
For these sources, the time of peak is fixed to the date of the first
observation.

The posterior distribution of the model parameters obtained from
the first 180 d of post-peak observations are used to inform the full
model that includes the plateau. For the decay and rise parameters,
we use Gaussian priors whose width is given by posterior distribution
obtained of the first 180 d. These prior encode our believe that the
early-time optical/UV emission is not dominated by the accretion
disc. A Gaussian prior with σ = 0.1 dex, centred on the early-time
temperature is used for the plateau temperature. In addition, we
require that the plateau temperature is greater than 104 K. These
priors on the temperature encode the theoretically expected disc
temperature and also take into account that both the light at peak
and the light from the disc will be affected by the same amount of
reddening due to dust in the host galaxy (host galaxy extinction is
not a parameter in our light-curve model).

Besides the exponential decay model, we also consider a power-
law decay. That is, the post-peak term of equation (51) is replaced
with [(t − tpeak + t0)/t0]p. We fix the index to p = −5/3 and apply this
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Infrared (IR) echo
vanVelzen+16

temperatures = ´T 3 10 K4 and =kT 0.05 keV. The latter
dominates the total energy output and could thus explain the
bolometric correction to the optical luminosity of PTF-09ge.

If the accretion of stellar debris is radiatively efficient
(h º =L mc 0.12˙ ), our estimate of the total radiated energy of
PTF-09ge implies an upper bound on the accreted mass of M0.1 .
Recent numerical simulations (Shiokawa et al. 2015) show a
similar mass accretion after the disruption of a solar type star,
hence our observations are consistent with high radiative
efficiency in super-Eddington accretion disks (Jiang et al. 2014).
This inference also points to a full disruption of a solar-type star,
while a partial disruption would be inferred if no bolometric
correction is applied to the light curve.

5.3. Dust Covering Factor

Our observations are the first to probe dust within 0.1parsec of
the center of non-active galaxies. We can use the total energy
radiated in the IR (Edust) and the energy able to heat graphite dust
(Eabs) to find the covering factor of this dust, =f E Edust dust abs.
For both TDFs in our final sample we find ~f 1dust % (Table 3).

The fractional uncertainty on fdust is smaller than for Labs
since the former has a weaker temperature-dependence. The ratio
between the total IR luminosity and the portion we observe at
3.4 μm (cf. Equation (5)), increases with temperature, ∝T3 for
temperatures 1800 K, but somewhat less steeply at lower
temperatures. Since µE Tabs

5.8 (Equation (12)), the fractional
uncertainty on the covering factor is a factor»2 smaller than the
fractional uncertainty on Labs.

Galaxy-to-galaxy fluctuations in the dust size distribution are
expected to have a small influence on the inferred covering
factor. Dust lanes in E/S0 galaxies have an extinction curve
that is similar to the Milky Way (Finkelman et al. 2012), which
implies a similar peak of the grain size distribution (Goudfrooij
et al. 1994). For a sample of 26 early-type galaxies, the mean
grain size difference with respect to the Milky Way is 8% (Patil
et al. 2007). Since µE aabs

2 (Equation (12)), this fluctuation of
the grain size translates to an uncertainty of 0.1dex on fdust.

While the dust distribution at the centers of galaxies is not
constrained by observations, most mechanisms that can alter
the distribution (e.g., sputtering) will act to reduce the number
of small grains relative to large grains and therefore not affect
our estimate of the covering factor, unless there are also
agglomerative mechanisms particular to galactic nuclei.

The information contained in the IR light curve (Figure 5) is
not sufficient to constrain to what degree the dust geometry
departs from spherical symmetry (see Appendix). However this
does not affect our ability to measure the covering factor because
this parameter is a measure of the absorbed energy, which is
independent of the dust geometry (this is demonstrated in
Figure 6, right panel).
The covering factor inferred from our observations is almost

two orders of magnitude smaller than typical dusty tori in Seyfert
galaxies (Barvainis 1987). This is not surprising since a high
accretion rate is likely required to build and sustain a torus that
covers a large solid angle (e.g., Pier & Krolik 1992), while the
host galaxies of the TDFs show no signs of high accretion rates
prior to the stellar disruption. The Galactic Center likely provides
a better comparison. Interestingly, the nuclear dust in the TDF
host galaxies is different from the circumnuclear ring of molecular
gas at the Galactic Center; this ring has a covering factor of about
20% and a sharp inner edge at ≈1.5 pc from SgrA* (Genzel
et al. 2010; Ferrière 2012). Inside this edge, a region known as the
“ionized cavity,” free floating dust particles will be sublimated by
the UV radiation of the nuclear star cluster. Yet dust can exist
within dense molecular cores that are observed inside the cavity
(Christopher et al. 2005). Similar clumps may be the source of
nuclear dust in the TDF host galaxies. Alternatively, if the TDF
host galaxies have a nuclear star cluster with an old stellar
population or lack a nuclear star cluster, dust on 0.1pc scales may
simply originate from streams of cold gas that fall toward the
central black hole without being ionized.
Finally, we point to a potential section effect which could

explain the relatively small covering factor of the galaxies in our
sample. Since the optical/UV SED of the TDF candidates found
so far is relatively blue ( ~ ´T 3 104 K), extinction along the line
of sight will quickly reduce their detectability. While color is not
used as a selection criterion to find TDF candidates in optical
transient surveys (e.g., van Velzen et al. 2011; Arcavi et al. 2014),
these surveys might still have a moderate bias to finding flares in
galaxies with a small amount of dust. If the amount of dust along
our line of sight to the galaxy center is strongly correlated with the
amount of circumnuclear dust on sub-parsec scales, a TDF sample
could yield a biased view of the nuclear dust covering factor. For a
large sample of TDFs, this potential bias could be quantified by
comparing the dust covering factor, as measured from the
reprocessing light curve, to other dust extinction estimates (e.g.,

Figure 5. Difference flux light curves of optical and IR emission TDFs. The circles show the optical observations of the flare; the dashed line that runs through these
points is the light curve of the well-sampled tidal flare PS1-10jh. The baseline-subtracted IR data from WISE is shown by the square symbols; 1σ upper limits are
indicated by arrows. Our best-fit model for the IR emission, obtained by reprocessing the tidal flare light in a shell of hot dust (T = 1850 K), is shown by the solid
lines.
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IR Flare: Dust-obscured TDEs

Astrophysical Research telescope (SOAR, Program 2022B-
005, 2023A007; PI: K. De) in 2022 November, the first of
which was presented in Panagiotou et al. (2023). Eleven of our

sources were observed with the Low Dispersion Survey
Spectrograph (LDSS3) on the Magellan/Clay Telescope in
early 2023, and one source was observed with the Gemini

Figure 1. Multiwavelength light curves for the 18 sources in our full sample, with gold sample sources marked with a star. The upper panel contains the WISE data,
with the purple squares and blue circles showing the WISE W1 and W2 bands, respectively. The lower panel shows the optical and X-ray data for each source. The red
squares and orange circles show the ASAS-SN g- and V-band data, respectively, binned to 60-day timescales. X-ray data are shown in green and yellow, with
eROSITA shown as crosses, Swift XRT shown as diamonds, Chandra shown as pentagons, and XMM-Newton Slew shown as hexagons. The X-ray data are plotted
using the integrated luminosity in 0.2–2.3 keV, 0.3–10 keV, 0.5–7.0 keV, and 0.2–2 keV for eROSITA, Swift, Chandra, and XMM-Newton, respectively. For both
panels, the left axis corresponds to the difference flux, whereas the right axis shows the corresponding luminosity (monochomatic at 4.6 μm for the IR, integrated for
the X-ray). For all wavelengths, an empty marker with a downward-pointing arrow represents an upper limit, whereas detections are shown as filled markers with error
bars. Four sources show an optical transient (WTP14abnpgk, WTP18aajkmk, WTP18aamced, and WTP18aampwj), and these figures have a vertical black dashed line
in the lower panel showing the time of the optical transient (see also Figure 17). The majority of our sources show little to no evidence for any variable optical
counterparts, highlighting the importance of the MIR for detecting dusty TDEs.

4

The Astrophysical Journal, 961:211 (32pp), 2024 February 1 Masterson et al.

to the increasing volume. The majority of the sources in our
sample have a DE that is very close to 1, indicating that we
detected most of the WISE TDEs with LW2> 1042 erg s−1 in
the galaxies in this sample. Only the sources with the lowest
peak luminosity have significantly lower DEs, which primarily
arise because they would not be detected in five WISE epochs.

To account for the incompleteness of the CLU galaxy
catalog, we utilized the redshift completeness fraction (RCF)
from Fremling et al. (2020), which estimates the probability
that a given nearby galaxy will have a spectroscopic redshift.
The RCF is a function of both redshift and the W1 absolute
magnitude (i.e., a proxy for stellar mass). Hence, as with the
DE, we compute the RCF for each of our TDEs with their
respective redshift and W1 magnitude.

The DE and galaxy completeness factors are then used as
weights for each TDE in our sample. The true rate is then given
by

 ( )å= ´ ´ ´
N t

1 1 1
RCF

1
DE

, 4
i i iCLU samp

⎜ ⎟⎛⎝ ⎞⎠
where ( )= z MRCF RCF ,i i W i1, and ( )= LDE DEi iIR, .
This yields a total rate of MIR TDEs of (2.0 ± 0.3)×
10−5 galaxy−1 yr−1, where the uncertainty here accounts for
the uncertainty on both the DE and galaxy completeness, as
well as the Poisson uncertainty. The DE and galaxy
completeness contribute roughly equally to the total correction
to the rate, and the dominant source of uncertainty is the
Poisson uncertainty, given the relatively low number of sources
in our sample. The corresponding volumetric rate of IR TDEs
is (1.3 ± 0.2)× 10−7 Mpc−3 yr−1, assuming that we probe out
to dL= 215Mpc. We caution that the rate derived for this
sample should be interpreted as a lower limit on the total
number of IR TDEs, as our sample is not complete and may
miss sources with lower covering factors (and therefore lower
IR luminosities), shorter IR flares, and the rare, highly
luminous flares that require a larger volume to be probed.

In Figure 12, we show the corresponding luminosity
function (LF) for the IR TDE sample and compare to the
optical- and X-ray-selected LFs presented in Yao et al. (2023)
and Sazonov et al. (2021), respectively. We find that the IR LF
shows tentative evidence for a decreasing rate with increasing
luminosity, similar to what is found in optical- and X-ray-
selected samples. When fit with a single power-law model,
given by

( ) ( )F =
g

-

-
L N

L
10 erg s

, 5IR 0
IR

43 1
⎜ ⎟⎛⎝ ⎞⎠

we find ( )=  ´ -N 7.2 1.7 100
8 Mpc−3 yr−1 and

γ = 0.40 ± 0.15. The power-law index is somewhat shal-
lower than the optical LF from ZTF and X-ray LF from
eROSITA, likely due to our relatively small sample volume.
Our small sample volume means that we only probe up to a
moderate peak W2 luminosity of »Llog 43.4W2 . Therefore,
we do not capture the relatively rare, luminous events that
constrain the high end of the TDE LF, and hence we cannot see
the significant rate suppression at high luminosities due to stars
being captured before disruption around massive black holes
(M  108Me; e.g., van Velzen 2018). Both the optical and
X-ray samples probe out to significantly higher redshifts

(z∼ 0.6; Sazonov et al. 2021; Yao et al. 2023), hence
hampering our ability to directly compare the LFs. Likewise,
a direct comparison of the different LFs is affected by the
different luminosities probed with different selection methods,
especially as the observed IR luminosity is directly related to
the covering factor and may underestimate the intrinsic flare
luminosity. If the covering factor is anything less than 1, then
the intrinsic luminosities are indeed higher than what we
observe, shifting the LF to the higher luminosities. However,
the lack of a sharp turnover in the observed IR LF implies that
the covering factor cannot be too small ( fc  10%), as we do
not see a suppression in the high luminosity rate from massive
black holes. This is consistent with the findings from the dust
modeling presented in Section 5.2.

8. Discussion

8.1. Implications for TDE Host Galaxies

One of the main drivers for conducting this survey was to
look for TDEs in dusty, star-forming galaxies, which appear to
be underrepresented when using optical and X-ray detection
methods. Interestingly, the majority of the host galaxies in our
sample show spiral morphology in their color cutouts but have
u− r colors that are redder than the typical blue cloud.
However, while elliptical galaxies almost exclusively occupy
the red cloud in color–mass space, spiral galaxies are known to
show a wide range of colors, including both the red cloud and
blue sequence in color–mass space (see Figures 8 and 12 of
Blanton & Moustakas 2009). In particular, the more bulge-
dominated and earlier-type spirals tend to show significantly

Figure 12. Top: redshift of our IR TDE sample as a function of peak W2
luminosity. The vertical dotted lines show the boundaries of the luminosity bins
used below, chosen such that each bin contains three sources. Bottom: LF of
our IR TDE sample in terms of the peak W2 luminosity. This was computed
using only the 12 gold tier events, given in Table 2. The purple dotted line
shows the best-fitting single power-law model for the IR TDE sample. For
comparison, we show the optical LF for the g-band luminosity in orange from
Yao et al. (2023) and the X-ray LF in green from Sazonov et al. (2021). We
caution, though, that a direct comparison between these samples depends on
their respective luminosities, which for the IR TDE sample requires
assumptions made about the covering factor.
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Astrophysical Research telescope (SOAR, Program 2022B-
005, 2023A007; PI: K. De) in 2022 November, the first of
which was presented in Panagiotou et al. (2023). Eleven of our

sources were observed with the Low Dispersion Survey
Spectrograph (LDSS3) on the Magellan/Clay Telescope in
early 2023, and one source was observed with the Gemini

Figure 1. Multiwavelength light curves for the 18 sources in our full sample, with gold sample sources marked with a star. The upper panel contains the WISE data,
with the purple squares and blue circles showing the WISE W1 and W2 bands, respectively. The lower panel shows the optical and X-ray data for each source. The red
squares and orange circles show the ASAS-SN g- and V-band data, respectively, binned to 60-day timescales. X-ray data are shown in green and yellow, with
eROSITA shown as crosses, Swift XRT shown as diamonds, Chandra shown as pentagons, and XMM-Newton Slew shown as hexagons. The X-ray data are plotted
using the integrated luminosity in 0.2–2.3 keV, 0.3–10 keV, 0.5–7.0 keV, and 0.2–2 keV for eROSITA, Swift, Chandra, and XMM-Newton, respectively. For both
panels, the left axis corresponds to the difference flux, whereas the right axis shows the corresponding luminosity (monochomatic at 4.6 μm for the IR, integrated for
the X-ray). For all wavelengths, an empty marker with a downward-pointing arrow represents an upper limit, whereas detections are shown as filled markers with error
bars. Four sources show an optical transient (WTP14abnpgk, WTP18aajkmk, WTP18aamced, and WTP18aampwj), and these figures have a vertical black dashed line
in the lower panel showing the time of the optical transient (see also Figure 17). The majority of our sources show little to no evidence for any variable optical
counterparts, highlighting the importance of the MIR for detecting dusty TDEs.
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✓18 Flares within 200Mpc from WISE survey
✓L~1042-43erg/s => Erad~1050-52erg
✓R~0.1pc, Covering fraction~1
✓Rate:~1e-7/Mpc3/yr~Opt.&X-ray => Opt.+X+IR ~ 1.e-6/Mpc3/yr



None of our sources sit in the post-starburst regime, defined
by French et al. (2016) as having Hα EW < 3Å and either
HδA> 1.3 Å or HδA− σ(HδA)> 4.0Å for the weak and strong
post-starburst classification, respectively. We show the 10
sources in our sample with HδA measurements in Figure 11,
along with the optical- and X-ray-selected TDEs for compar-
ison. While the remaining eight sources in our sample do not
have sufficient coverage to allow us to compute the HδA
absorption index, many of these sources show strong Hα
emission EW, indicating that there is active star formation
going on in many of these systems. To test whether the six gold
sources were drawn from the underlying population, we
utilized a 2D implementation of the Kolmogorov–Smirnov
(KS) test, with resampling of the underlying MPA-JHU sample
to compute the p-value. We find a p-value of 0.52, indicating
that the WISE TDE sample is consistent with arising from the
full MPA-JHU catalog. Hence, this IR-selected TDE sample
does not have the same overrepresentation of post-starburst
galaxies compared to optically selected populations.

7. A Mid-IR View of TDE Rates

This new population of IR-selected TDEs seems to be
hidden from typical detection methods, like optical and X-ray
surveys, and has been unaccounted for thus far in TDE
demographics. Therefore, this sample has important implica-
tions for the overall rate of TDEs in the local universe, which
we estimate in this section. For this, we utilize only the gold
sample, which was defined in Section 4.3 and is given in
Table 2.

The observed rate of TDEs can be easily computed, using

 ( )= ´
N

N t
1

, 3obs
IR TDEs

CLU samp

where NIR TDEs is the number of TDEs we detected in our
sample (12 for the gold sample), NCLU is the total number of
galaxies we cross-matched the WISE sample against
(2.72 × 105 for the CLU sample), and tsamp is the time period
we are sensitive to with our search (5 yr for the case of this
survey). This yields a rate for our gold sample of
(8.8 ± 2.6) × 10−6 galaxy−1 yr−1. However, this simplistic
rate fails to account for numerous biases, including the fact that
galaxy samples are incomplete at even the relatively low
redshifts probed in this sample (Fremling et al. 2020) and that
the cadence and depth of the WISE survey mean that we may
have missed some transients.
We account for missing events due to the cadence and depth

of the WISE survey by computing the detection efficiency (DE)
using simulated light curves. For each source, we simulated 103

light curves based on the best-fitting dust model detailed in
Section 5.2. We then computed the probability that the source
was detected in each of the simulations by applying the
following detection criteria: the source must be detected at a
peak IR luminosity of LW2> 1042 erg s−1, be detected in
difference imaging for at least five WISE epochs (∼2.5 yr), and
not saturate the WISE detectors. The Malmquist bias is
accounted for in these simulations by allowing the redshift of
each simulated light curve to vary, assuming a uniform number
density, such that the number of sources scales as with dL

3 due

Figure 11. EW of the Hα line vs. the Lick HδA absorption index for the 10 sources in our sample with spectral coverage around the Hδ line (6/12 gold sources, 4/6
silver sources). The purple circles show data from SDSS, while crosses show data from other spectrographs. Sources in our gold sample are shown with filled symbols,
while sources in our silver sample are shown with open symbols. All of the WISE TDEs are also labeled to the upper right with the ID number from Table 1. Error bars
represent 1σ uncertainty. Other optical studies of the post-starburst nature of TDEs are shown with red diamonds (French et al. 2016; Hammerstein et al. 2021), and
the X-ray-selected TDEs from eROSITA are shown with orange pentagons (Sazonov et al. 2021). The black data points are from the SDSS MPA-JHU catalog
(Brinchmann et al. 2004). Finally, the green lines show the designation of quiescent Balmer-strong (or E+A) galaxies from French et al. (2016), whereby HδA > 1.31
Å for weak classification and HδA − σ(HδA) > 4 Å for strong classification. None of the sources in our sample fall into this regime, and the majority of our sources
have significant Hα emission, indicating that we have found TDEs primarily in star-forming galaxies.
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samplers using the emcee package (Foreman-Mackey et al.
2013). The chains contained 100 walkers and were initially
populated based on a maximum likelihood fit. We utilized a
conservative burn length of 500 chain steps per walker and then

ran the chain for 1000 steps per walker, which was enough for
all candidates to have well-sampled and stable chains. We
show the resulting SED fits with the photometry in
Appendix B.

Figure 9. gri cutout images (2′ × 2′) of the host galaxy of each WISE TDE candidate. Gold sample sources are marked with a star. Most images come from the
PanSTARRS1 catalog, with the exception of the three southernmost sources (WTP 15abymdq, WTP 16aaqrcr, WTP 17aamoxe), which are taken from different
surveys with DECam (DES, Abbott et al. 2018; MagLiteS, Drlica-Wagner et al. 2016). In each cutout, we list the WTP name and host redshift and show a 15″ scale in
the lower right corner.

Figure 10. A comparison of the host galaxy color and mass, compared to optical- and X-ray-selected TDEs, indicating that the IR-selected TDEs do not show the
same green valley overdensity. Left: rest-frame u − r color of the host galaxy of TDEs vs. host galaxy stellar mass. The purple circles show the WISE TDEs presented
in this work, with sources in our gold sample shown with filled symbols and sources in our silver sample shown with open symbols. The corresponding source ID
number for each source (given in Table 1) is shown to the upper right of each point. The ZTF TDEs (Yao et al. 2023) and the eROSITA TDEs (Sazonov et al. 2021)
are shown as red diamonds and orange squares, respectively. The green valley, as defined in Yao et al. (2023), is shown with a shaded green region. The underlying
contours are a volume-limited selection of SDSS galaxies from Mendel et al. (2014), indicating roughly the underlying distribution of galaxies in the local universe in
this color–mass space. The WISE TDEs tend to sit at higher mass than most other TDEs, which is likely the result of the relatively high limiting flux we used when
selecting the sample. Right: histogram of mass-corrected colors, as defined in Yao et al. (2023). The filled histograms show the raw data for the WISE (gold sample
only), ZTF, and eROSITA samples, while the solid lines show the Gaussian-smoothed histograms for each sample. The location of the green valley is shaded in green,
with dashed lines denoting the boundaries. This highlights that the IR TDEs from this work do not show the same green valley overdensity as seen in optical- and
X-ray-selected TDEs, favoring instead a flatter distribution in color space.
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IR Flare: Host galaxy

✓Not in green valley & Not E+A galaxy
✓Most hosts are spiral (star-forming) galaxy

Masterson+24



Diversity in optical light curve

5. Survey Efficiency

For an ideal survey that scans the entire sky to a given flux
limit, the volumetric rate of a given type of transient can be
estimated using the following (Schmidt 1968):

( )
( )å å= =

+= =

 
T z V

1
1

1
, 7

i

N

i
i

N

i i i1 1 span, max,

where Tspan,i/(1+ zi) is the rest-frame duration of the
experiment within which the ith transient is selected, N is the
number of transients that have passed the flux limit, the
maximum volume º pV Di imax,

4
3 max,

3 , and Dmax is the maximum
luminosity distance (see Section 5.2). In this work, N= 33. For
the 16 ZTF-I TDEs, Tspan,i= 2 yr (from 2018 October 1 to
2020 September 30); while for the 17 ZTF-II TDEs,
Tspan,i= 1 yr (from 2020 October 1 to 2021 September 30).

5.1. Loss Function

For a realistic sky survey, Vmax in Equation (7) needs to be
replaced by the effective volume = V fmax max loss (Perley et al.
2020b). Here, the loss factor floss takes into account the facts
that the survey coverage is not all-sky, that the Galactic
extinction reduces the survey volume, that the limiting
magnitude of observations is not constant (it depends strongly

on the moon phase, weather, and airmass), and that fast-
evolving TDEs with fainter peak magnitudes are easier to be
missed.
To estimate floss, we took the observation history of ZTF. We

obtained the limiting magnitude for each observation (with a
certain field ID and MJD) from the exposure table of ZTF
DR14.33 For each TDE, using the light-curve model obtained
in Section 3.3, we simulated fake ZTF observations by
inserting 105 light curves uniformly across all sky and Tspan,i.
We then applied the cuts outlined in Section 2.2 to compute the
fraction of observations that would have passed our selection
criteria. The values of floss are given in the last column of
Table 4.

5.2. Maximum Volume

If the TDE candidate selection only depends on transient
photometric properties, then =D Dmax max,t, where Dmax,t is the
distance out to which a transient can be detected above the flux
limit of our experiments (i.e., mpeak< 18.75 for ZTF-I TDEs,
and mg,peak< 19.1 for ZTF-II TDEs). Dmax,t can be computed
using the redshifts and the best-fit values of Tbb, Lbb
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Figure 2. (a) and (b): The UV/optical light curves of AT 2022dbl during the first and the second flare, respectively. 3-� upper limits are plotted
in down triangles. (c): The X-ray count rate of AT 2022dbl. The vertical dotted and dashed lines mark the approximate rise time of the first and
second flares, respectively. 3-� upper limits are plotted in down arrows.

these facts: First, the extended red wing of the 4400 - 5200
Å feature indicates the existence of H�, which is further sup-
ported by the existence of H↵. Second, it is unlikely that the
3900 - 4200 Å bump is dominated by H�, since H↵ is too
weak compared to this feature. Therefore, it should be domi-
nated by N III (4100), although the H� will slightly affect the
intensity. The N III �4100 lines are usually produced by the
Bowen mechanism, which requires He II Ly↵ lines at 304 Å.
Taking into account the extreme strength of N III �4100, the
He II emission should be strong. Moreover, the N III �4640
lines should also be produced via this mechanism. Therefore,
both the He II �4686 line and the N III �4640 line should be
considered. In addition, a He I �5876 component is involved
to cover the weak emission features in several spectra. To en-
sure reliability, the FWHM and the offset of the two features
of N III, as do those of H↵ and H�. The fitting results are
shown in Figure A1.

Despite careful selection of fitting components, the 4400 -
5200 Å feature is still hard to deblend due to its smoothness,
and hence it cannot prove or disprove the existence of He II
�4686 and the associated Bowen mechanism as well as the
intensity of N III �4640. Therefore, we only focus on the
evolution of the most prominent and unblended features: N
III �4100 and H↵. Furthermore, we also examine the power-
law indexes of the continua. Figure 5 illustrates the evolution
of the FWHM, velocity shift and luminosity of N III �4100
and H↵ emission lines, along with the power-law indexes of
the continua, during both flares.

For the LCO spectra taken during the first flare, the
FWHMs for the H↵ lines in all spectra are well above 10000
km s-1, showing a slowly narrowing trend from FWHM
⇠18000 km s-1 to ⇠12000 km s-1 during +0 d to +51 d to the
first peak. N III �4100 shows a narrowing trend from FWHM
⇠ 12000 km s-1 to ⇠9000 km s-1. Except for the first epoch,
neither of the N III �4100 lines nor H↵ exhibit clear shifts

Multiple optical flares in galactic center
Somalwar+23,Lin+24,…
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Figure 11. Historical lightcurves for AT2020vdq. The lightcurves for each survey/band have been binned in 3 days bins. For
clarity, we distinguish data from di↵erent surveys with di↵erent colors, but do not show di↵erent colors for each band (e.g.,
the ZTF lightcurve includes gri observations). We find no evidence for earlier flares in any of the data. ATLAS data rule out
similar-brightness flares in the last ⇠10 years.

Table 8. Summary of observations of AT2020vdq

Parameter Flare I Flare II

Host galaxy post-starburst, green-valley; MBH = 105.6 M�

Optical/UV flare Lbb=1042.8 erg s�1=0.1Ledd

Tbb = 104 K
rose over ⇠8 days
decayed over ⇠60 days

Lbb = 1044 erg s�1=2Ledd

Tbb = 104.3 K
rose over ⇠5 days
decayed over ⇠6 days
(one of the fastest evolving TDE flares)

Broad lines no early time spectra extremely broad (⇠0.1c), mildly blueshifted
Balmer, He I, He II, and Ly↵ lines (H+He TDE)

Narrow lines ⇠1000 km s�1, slightly redshifted (⇠100 km s�1)
Balmer (with large Balmer decrement), He I, He II,
and FeX detected

⇠1000 km s�1 lines detected that brightened over
the first few weeks, high but variable Balmer decre-
ment

X-ray No early-time X-ray observations, LX . 3 ⇥ 1041

erg s�1 ⇠1.4 years post-flare
LX⇠ within 2 weeks post-peak

Radio Detected as a LR ⇡ 1038 erg s�1 radio transient
⇠1.4 years after the initial flare. The radio-emitting
region was consistent with a non-relativistic (� ⇠
0.1), wide-angle outflow.

No new radio-emitting region was detected in the
⇠month post-rebrightening

after a fraction of the period of the SMBH binary, but it
eventually may increase again (Liu et al. 2009; Ricarte
et al. 2016). In no model of such events, however, is the
accretion rate expected to be increase after the first flare.
Hence, we would not expect a flare such as that observed
from AT2020vdq, which is more energetic during the
rebrightening.

We next consider the possibility that AT2020vdq is
two independent TDEs in a single galaxy. The TDE
rate has been measured to be ⇠3.2⇥10�5 yr�1 galaxy�1

using 33 ZTF TDEs. After monitoring these TDEs for
⇠3 years post-discovery, we would expect to detect a
mean of ⇠3.2 ⇥ 10�5 yr�1 Galaxy�1

⇥ 33 Galaxies⇥3

years= 0.003 additional TDEs. Thus, the probability
of observing one or more additional, independent TDE
from these 33 TDE hosts is 0.3%. While this probabil-
ity is not negligible, it suggests that it is unlikely that
we have observed two independent TDEs. However, we
urge careful consideration of this possibility in future
repeating pTDE analyses, as the probability of observ-
ing two independent events in a single galaxy will only
increase with time and as TDE samples grow.

Considering that post-starburst galaxies have elevated
TDE rates (by a factor of 10 to 100) as compared to
other types of galaxies, the time interval between two
independent TDEs may be as short as a few hundred
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Figure 1. The optical and UV lightcurves for the first (top)
and second (bottom) flares from AT2020vdq. Observations
are shown as scattered points. The best-fit parameteric,
evolving black body models, as described in Section 3.1 are
shown as solid lines.

We begin by describing the multiwavelength proper-
ties of the first flare from AT 2020vdq. These properties
are described in detail by Somalwar et al. (2023); Soma-
lwar & Ravi (2023); Yao et al. (2023).

AT2020vdq was first detected as an optical transient
by the Zwicky Transient Facility (ZTF) on Oct. 4 2020
(MJD 59126) using the selection described in Yao et al.
(2023) implemented using the AMPEL filter (Nordin
et al. 2019). It was located at the nucleus of a dwarf
galaxy at z = 0.045 with log M⇤/M� = 9.25. The stel-
lar velocity dispersion of the nucleus host galaxy was
measured to be �⇤ = 44 ± 3 km s�1 from a high reso-
lution spectrum obtained with ESI on the Keck II tele-

109 1010 1011
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f �
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�ti(ii) = +500 (�470) days

�ti(ii) = +978 (+8) days

�ti(ii) = +984 (+14) days

Figure 2. The radio evolution of AT2020vdq. The black
scatter points show a VLA observation from 500 days af-
ter the initial flare, or equivalently 470 days before the sec-
ond flare. The red scatter points show a VLA observations
from eight days after the rebrightening. The green upper
limit shows a NOEMA observation from two weeks after the
rebrightening. Both SEDs can be fit with spherical, non-
relativistic synchrotron models. No young emitting compo-
nent is required in the SED from shortly after the rebright-
ening.

scope (Yao et al. 2023). This dispersion corresponds to
a black hole mass of log MBH,�⇤/M� = 5.59±0.37 using
the MBH � �⇤ relation from Kormendy & Ho (2013b).
We refer the reader to Yao et al. (2023); Somalwar et al.
(2023); Somalwar & Ravi (2023) for more details of the
host observations and analysis.

The first optical flare from AT2020vdq is shown in the
top panel of Figure 1. The optical flare peaked in the r-
band near Sept. 23 2020 (MJD 59115). This peak was fit
to a blackbody by Yao et al. (2023), who found that the
peak is consistent with a blackbody with temperature
log Tbb/K = 4.16 and luminosity log Lbb/(erg s�1) =
42.99. Note that this measurement is based on observa-
tions in only the g and r bands, so unknown systematic
errors render the results uncertain. Stronger constraints
are not possible because no UV observations were ob-
tained at peak. This luminosity makes AT 2020vdq the
lowest luminosity TDE in the Yao et al. (2023) sample,
even relative to events with lower black hole masses. The
flare temperature is also in the coolest 20% quantile of
the sample.

AT2020vdq was detected as a radio source in 3 GHz
observations from the VLA Sky Survey (VLASS; Lacy
et al. 2020) on Oct. 9 2021 (MJD 59496), or ⇠1 year af-
ter the first optical peak. It had a flux of f⌫,3GHz =
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Figure 1. The optical and UV lightcurves for the first (top)
and second (bottom) flares from AT2020vdq. Observations
are shown as scattered points. The best-fit parameteric,
evolving black body models, as described in Section 3.1 are
shown as solid lines.

We begin by describing the multiwavelength proper-
ties of the first flare from AT 2020vdq. These properties
are described in detail by Somalwar et al. (2023); Soma-
lwar & Ravi (2023); Yao et al. (2023).

AT2020vdq was first detected as an optical transient
by the Zwicky Transient Facility (ZTF) on Oct. 4 2020
(MJD 59126) using the selection described in Yao et al.
(2023) implemented using the AMPEL filter (Nordin
et al. 2019). It was located at the nucleus of a dwarf
galaxy at z = 0.045 with log M⇤/M� = 9.25. The stel-
lar velocity dispersion of the nucleus host galaxy was
measured to be �⇤ = 44 ± 3 km s�1 from a high reso-
lution spectrum obtained with ESI on the Keck II tele-
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�ti(ii) = +984 (+14) days

Figure 2. The radio evolution of AT2020vdq. The black
scatter points show a VLA observation from 500 days af-
ter the initial flare, or equivalently 470 days before the sec-
ond flare. The red scatter points show a VLA observations
from eight days after the rebrightening. The green upper
limit shows a NOEMA observation from two weeks after the
rebrightening. Both SEDs can be fit with spherical, non-
relativistic synchrotron models. No young emitting compo-
nent is required in the SED from shortly after the rebright-
ening.

scope (Yao et al. 2023). This dispersion corresponds to
a black hole mass of log MBH,�⇤/M� = 5.59±0.37 using
the MBH � �⇤ relation from Kormendy & Ho (2013b).
We refer the reader to Yao et al. (2023); Somalwar et al.
(2023); Somalwar & Ravi (2023) for more details of the
host observations and analysis.

The first optical flare from AT2020vdq is shown in the
top panel of Figure 1. The optical flare peaked in the r-
band near Sept. 23 2020 (MJD 59115). This peak was fit
to a blackbody by Yao et al. (2023), who found that the
peak is consistent with a blackbody with temperature
log Tbb/K = 4.16 and luminosity log Lbb/(erg s�1) =
42.99. Note that this measurement is based on observa-
tions in only the g and r bands, so unknown systematic
errors render the results uncertain. Stronger constraints
are not possible because no UV observations were ob-
tained at peak. This luminosity makes AT 2020vdq the
lowest luminosity TDE in the Yao et al. (2023) sample,
even relative to events with lower black hole masses. The
flare temperature is also in the coolest 20% quantile of
the sample.

AT2020vdq was detected as a radio source in 3 GHz
observations from the VLA Sky Survey (VLASS; Lacy
et al. 2020) on Oct. 9 2021 (MJD 59496), or ⇠1 year af-
ter the first optical peak. It had a flux of f⌫,3GHz =
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Figure 1. The historical light curves of the position of AT 2022dbl. We collect the optical photometric data after subtracting the host contribu-
tions from ZTF in the g and r bands, from ATLAS in the c and o bands, and from ASAS-SN in the g and V bands. Additionally, we compile
optical photometry from CRTS in the V band, PTF in the R band, and Gaia in the G band, along with the WISE mid-infrared (MIR) photometry
in the W1 and W2 bands. To improve the signal-to-noise ratio, we binned the data into 10-day bins for all optical bands except for Gaia-G, and
into approximately half-year bins for the MIR bands W1 and W2.

remains fairly constant at ⇠26000 K, while the blackbody
luminosity evolves slowly, peaking ⇠0.4 dex lower than the
previous flare. Although the flat peak has been well covered
by Swift, it has unfortunately entered safe mode since March
15, 2024, which was exactly when the source left the peak.
After that, the decline stage is sparsely covered by the ZTF g
and ATLAS o bands.

We characterize the light curves of both flares by the rest-
frame rise time from half-peak luminosity to peak luminosity
(t1/2,rise) and the decline time from peak luminosity to half-
peak luminosity (t1/2,decline). To extract these two timescales,
we fit the light curves with a Gaussian rise and a power-law
decline:

L(t) = L(tpeak)⇥

8
<

:
e-(t-tpeak)2/(2�2), t < tpeak;
� t-tpeak+⌧

⌧

�↵
, t > tpeak.

(1)

For the first flare, the rise and decline fittings are performed
on the o-band and blackbody luminosity, respectively. For
the second flare, the fitting is performed on the g-band lumi-
nosity. The best-fitted light curves are drawn in the top panel
of Figure 3, and the fitted parameters are listed in Table 1.

3.3. Optical Spectral Analysis

As introduced in Section 2.6, 3 LCO spectra taken dur-
ing the first flare were selected, while 4 optical spectra have
been taken during the second flare. In addition, an SDSS
host spectrum is available. All of these spectra are shown in
Figure 4. The spectral fitting procedures for each transient
spectrum are listed as follows:

(1) Host-galaxy subtraction. Since the host spectrum dis-
plays clear Ca II absorption doublets at 3910 - 4000 Å, and

the blue side has higher SNR than the red side, we used
these doublets for calibration. We fit and subtract the nearby
pseudo-continuum for both the transient and host spectra.
Then a least-squares fitting on the residuals gives the mul-
tiplication factor for the host galaxy component. Limited by
the wavelength range of the host spectrum, we perform the
fitting only within this range. The three representative LCO
spectra were taken at MJD 59638 (+0 d), MJD 59664 (+26 d)
and MJD 59690 (+51 d). The two HCT spectra taken at the
early stage of the second flare are discarded, as their SNRs
are too low for the host-galaxy subtraction and also for fur-
ther analysis.

(2) Continuum fitting. After subtracting the host compo-
nent, a power-law function is used to fit the continuum. In
the case of LCO spectra, the continuum windows are set to
the following line-free regions (in rest-frame wavelengths):
3700 - 3900 Å, 5200 - 5400 Å, 6100 - 6300 Å, 7100 - 7400
Å and 7600 - 8490 Å, with the exclusion of the telluric ab-
sorption regions. For the P200 spectra, the continuum and
telluric absorption regions are a bit different (see Figure A1).

(3) Line fitting. After subtracting the continuum, all resid-
uals exhibit multiple broad characteristics around 3900 -
4200 Å, 4400 - 5200 Å, and 6300 - 6900 Å, some showing
a faint broad bump around 5500 - 6100 Å. The broad feature
in the 3900 - 4200 Å range is symmetrical and peaks at ap-
proximately 4100 Å, possibly corresponding to N III (4100)
or H� (4101). In the range 4400 - 5200 Å, the characteristic
is asymmetric and could be a combination of N III (4640),
He II (4686) and H� (4861). Lastly, the broad feature in the
range 6300 - 6900 Å is symmetric and centers around 6560
Å. It is consistent with a broad H↵ (6563) emission line; The
5500 - 6100 Å feature can be tentatively interpreted as He I
(5876). The selection of the fitting components is based on
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remains fairly constant at ⇠26000 K, while the blackbody
luminosity evolves slowly, peaking ⇠0.4 dex lower than the
previous flare. Although the flat peak has been well covered
by Swift, it has unfortunately entered safe mode since March
15, 2024, which was exactly when the source left the peak.
After that, the decline stage is sparsely covered by the ZTF g
and ATLAS o bands.

We characterize the light curves of both flares by the rest-
frame rise time from half-peak luminosity to peak luminosity
(t1/2,rise) and the decline time from peak luminosity to half-
peak luminosity (t1/2,decline). To extract these two timescales,
we fit the light curves with a Gaussian rise and a power-law
decline:

L(t) = L(tpeak)⇥

8
<

:
e-(t-tpeak)2/(2�2), t < tpeak;
� t-tpeak+⌧

⌧

�↵
, t > tpeak.

(1)

For the first flare, the rise and decline fittings are performed
on the o-band and blackbody luminosity, respectively. For
the second flare, the fitting is performed on the g-band lumi-
nosity. The best-fitted light curves are drawn in the top panel
of Figure 3, and the fitted parameters are listed in Table 1.

3.3. Optical Spectral Analysis

As introduced in Section 2.6, 3 LCO spectra taken dur-
ing the first flare were selected, while 4 optical spectra have
been taken during the second flare. In addition, an SDSS
host spectrum is available. All of these spectra are shown in
Figure 4. The spectral fitting procedures for each transient
spectrum are listed as follows:

(1) Host-galaxy subtraction. Since the host spectrum dis-
plays clear Ca II absorption doublets at 3910 - 4000 Å, and

the blue side has higher SNR than the red side, we used
these doublets for calibration. We fit and subtract the nearby
pseudo-continuum for both the transient and host spectra.
Then a least-squares fitting on the residuals gives the mul-
tiplication factor for the host galaxy component. Limited by
the wavelength range of the host spectrum, we perform the
fitting only within this range. The three representative LCO
spectra were taken at MJD 59638 (+0 d), MJD 59664 (+26 d)
and MJD 59690 (+51 d). The two HCT spectra taken at the
early stage of the second flare are discarded, as their SNRs
are too low for the host-galaxy subtraction and also for fur-
ther analysis.

(2) Continuum fitting. After subtracting the host compo-
nent, a power-law function is used to fit the continuum. In
the case of LCO spectra, the continuum windows are set to
the following line-free regions (in rest-frame wavelengths):
3700 - 3900 Å, 5200 - 5400 Å, 6100 - 6300 Å, 7100 - 7400
Å and 7600 - 8490 Å, with the exclusion of the telluric ab-
sorption regions. For the P200 spectra, the continuum and
telluric absorption regions are a bit different (see Figure A1).

(3) Line fitting. After subtracting the continuum, all resid-
uals exhibit multiple broad characteristics around 3900 -
4200 Å, 4400 - 5200 Å, and 6300 - 6900 Å, some showing
a faint broad bump around 5500 - 6100 Å. The broad feature
in the 3900 - 4200 Å range is symmetrical and peaks at ap-
proximately 4100 Å, possibly corresponding to N III (4100)
or H� (4101). In the range 4400 - 5200 Å, the characteristic
is asymmetric and could be a combination of N III (4640),
He II (4686) and H� (4861). Lastly, the broad feature in the
range 6300 - 6900 Å is symmetric and centers around 6560
Å. It is consistent with a broad H↵ (6563) emission line; The
5500 - 6100 Å feature can be tentatively interpreted as He I
(5876). The selection of the fitting components is based on
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Figure 2. (a) and (b): The UV/optical light curves of AT 2022dbl during the first and the second flare, respectively. 3-� upper limits are plotted
in down triangles. (c): The X-ray count rate of AT 2022dbl. The vertical dotted and dashed lines mark the approximate rise time of the first and
second flares, respectively. 3-� upper limits are plotted in down arrows.

these facts: First, the extended red wing of the 4400 - 5200
Å feature indicates the existence of H�, which is further sup-
ported by the existence of H↵. Second, it is unlikely that the
3900 - 4200 Å bump is dominated by H�, since H↵ is too
weak compared to this feature. Therefore, it should be domi-
nated by N III (4100), although the H� will slightly affect the
intensity. The N III �4100 lines are usually produced by the
Bowen mechanism, which requires He II Ly↵ lines at 304 Å.
Taking into account the extreme strength of N III �4100, the
He II emission should be strong. Moreover, the N III �4640
lines should also be produced via this mechanism. Therefore,
both the He II �4686 line and the N III �4640 line should be
considered. In addition, a He I �5876 component is involved
to cover the weak emission features in several spectra. To en-
sure reliability, the FWHM and the offset of the two features
of N III, as do those of H↵ and H�. The fitting results are
shown in Figure A1.

Despite careful selection of fitting components, the 4400 -
5200 Å feature is still hard to deblend due to its smoothness,
and hence it cannot prove or disprove the existence of He II
�4686 and the associated Bowen mechanism as well as the
intensity of N III �4640. Therefore, we only focus on the
evolution of the most prominent and unblended features: N
III �4100 and H↵. Furthermore, we also examine the power-
law indexes of the continua. Figure 5 illustrates the evolution
of the FWHM, velocity shift and luminosity of N III �4100
and H↵ emission lines, along with the power-law indexes of
the continua, during both flares.

For the LCO spectra taken during the first flare, the
FWHMs for the H↵ lines in all spectra are well above 10000
km s-1, showing a slowly narrowing trend from FWHM
⇠18000 km s-1 to ⇠12000 km s-1 during +0 d to +51 d to the
first peak. N III �4100 shows a narrowing trend from FWHM
⇠ 12000 km s-1 to ⇠9000 km s-1. Except for the first epoch,
neither of the N III �4100 lines nor H↵ exhibit clear shifts
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Table 8. Summary of observations of AT2020vdq

Parameter Flare I Flare II

Host galaxy post-starburst, green-valley; MBH = 105.6 M�

Optical/UV flare Lbb=1042.8 erg s�1=0.1Ledd

Tbb = 104 K
rose over ⇠8 days
decayed over ⇠60 days

Lbb = 1044 erg s�1=2Ledd

Tbb = 104.3 K
rose over ⇠5 days
decayed over ⇠6 days
(one of the fastest evolving TDE flares)

Broad lines no early time spectra extremely broad (⇠0.1c), mildly blueshifted
Balmer, He I, He II, and Ly↵ lines (H+He TDE)

Narrow lines ⇠1000 km s�1, slightly redshifted (⇠100 km s�1)
Balmer (with large Balmer decrement), He I, He II,
and FeX detected

⇠1000 km s�1 lines detected that brightened over
the first few weeks, high but variable Balmer decre-
ment

X-ray No early-time X-ray observations, LX . 3 ⇥ 1041

erg s�1 ⇠1.4 years post-flare
LX⇠ within 2 weeks post-peak

Radio Detected as a LR ⇡ 1038 erg s�1 radio transient
⇠1.4 years after the initial flare. The radio-emitting
region was consistent with a non-relativistic (� ⇠
0.1), wide-angle outflow.

No new radio-emitting region was detected in the
⇠month post-rebrightening

after a fraction of the period of the SMBH binary, but it
eventually may increase again (Liu et al. 2009; Ricarte
et al. 2016). In no model of such events, however, is the
accretion rate expected to be increase after the first flare.
Hence, we would not expect a flare such as that observed
from AT2020vdq, which is more energetic during the
rebrightening.

We next consider the possibility that AT2020vdq is
two independent TDEs in a single galaxy. The TDE
rate has been measured to be ⇠3.2⇥10�5 yr�1 galaxy�1

using 33 ZTF TDEs. After monitoring these TDEs for
⇠3 years post-discovery, we would expect to detect a
mean of ⇠3.2 ⇥ 10�5 yr�1 Galaxy�1

⇥ 33 Galaxies⇥3

years= 0.003 additional TDEs. Thus, the probability
of observing one or more additional, independent TDE
from these 33 TDE hosts is 0.3%. While this probabil-
ity is not negligible, it suggests that it is unlikely that
we have observed two independent TDEs. However, we
urge careful consideration of this possibility in future
repeating pTDE analyses, as the probability of observ-
ing two independent events in a single galaxy will only
increase with time and as TDE samples grow.

Considering that post-starburst galaxies have elevated
TDE rates (by a factor of 10 to 100) as compared to
other types of galaxies, the time interval between two
independent TDEs may be as short as a few hundred

AT2020vdq AT2022dbl
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Figure 1. Snapshots from multiple simulations depicting
the tidal disruption of a polytropic star (� = 4/3, M⇤ = M�,
R⇤ = M�, Mh = 106 M�, e = 1) and with di↵erent � pa-
rameters. The sizes of the snapshots have been adjusted for
clarity. In cases with large pericenters, e.g., � = 0.4, the tidal
force is too weak to cause a TDE, but it can induce stellar
oscillation. For intermediate �, the tidal force strips away
the outer layers of the star after the encounter, producing a
pTDE. For large �, the tidal force is strong enough to fully
destroy the star. The orbits with di↵erent � are indicated by
the white lines, and that with the transitional impact factor
�t ⇠ 1.1 is in between. When � . �t, the dominance of tidal
excitation over orbital change results in the remnant losing
orbital energy after the encounter. Conversely, if � & �t,
the dominance of asymmetric mass loss leads to the remnant
gaining orbital energy after the encounter. The inset panel
shows the projection of the gas density on the orbital plane
with � = 0.8 at t = 3⇥ 105 s since the beginning of the sim-
ulation. The material enclosed in the yellow contour is the
remnant. The left and right parts of the stream, enclosed by
the white lines, are the stripped mass, which are bound and
unbound to the central MBH, respectively.

elements for which have Eb,i < 0. Third, we re-evaluate
the reference velocity v0 to be the new center of mo-
mentum. This process is repeated until v0 converges to
a constant value.
When � . 0.5, the tidally stripped mass is. 10�6 M�

for both of � = 4/3 and � = 5/3, indicating negligible
mass loss in these cases. The stripped mass �M versus

� is shown in Figure 2, where�M increases steeply with
larger �, as expected.
To provide a physical interpretation of this trend, we

analytically estimate the relation between �M and �.
At the pericenter, the star momentarily overflows its
Roche lobe Rlobe ' �0Rp(Mh/M⇤)�1/3, which strips
away an exterior layer. The exact value of �0 depends on
the stellar structure, orbital eccentricity, and the mass
ratio Mh/M⇤ (Sepinsky et al. 2007). We take �0 = 0.5
and 0.55 for � = 5/3 and � = 4/3, respectively, accord-
ing to our simulation outcomes.
Assuming the stripped layer is a spherical shell at the

stellar surface with depth z(�) = R⇤ � Rlobe ' (1 �
�0/�)R⇤, we estimate the stripped mass as

�M(z) ' 4⇡R2
⇤

Z z

0
⇢(z0)dz0, (2)

where ⇢ is the gas density. Using the hydrostatic equa-
tion at the surface dP/dr ' �G⇢M⇤/R2

⇤, where P is
the pressure, and substituting the polytropic relation
P = K⇢� , with K given by (Chandrasekhar 1939)

K = 4⇡G
� � 1

�
⇢2��
c

✓
R⇤
⇠n

◆2

, (3)

we obtain

�M

M⇤
' � � 1

�
⇠2/(��1)
n

✓
3
⇢c
⇢⇤

◆ ��2
��1

✓
1� �0

�

◆�/(��1)

'

8
><

>:

4
⇣
1� 0.5

�

⌘5/2
, � = 5/3

⇣
1� 0.55

�

⌘4
, � = 4/3.

(4)

For � = 4/3 and 5/3 polytropic stars, the dimension-
less radius is ⇠n = 6.9 and 3.6, and the ratio of central
density to average density is ⇢c/⇢⇤ = 54.2 and 6, respec-
tively.
Figure 2 shows that the analytical estimate closely

matches the simulation results. However, for large �,
when the tidal force is strong and tidal deformation is
significant, Eq. (4) underestimates the stripped mass.

2.2.2. Remnant’s orbit

As we determine the location and velocity of the stellar
remnant, we can further estimate the remnant’s orbital
motion, such as the relative velocity ~vrel and separation
distance ~Rrel between the remnant and the MBH. We
calculate the orbital energy of the remnant using

Eorb =
1

2
µ~v2rel �

G(Mh +Mrem)µ

|~Rrel|
, (5)

Chen+24
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Figure 2. Tidally stripped stellar mass versus �. The data
points are the results at the end of simulations. The solid
lines depict the analytical estimate given by Eq. (4). The
vertical dashed lines indicate the critical � for full TDEs,
which are �c = 0.9 for � = 5/3 and and �c = 1.85 for
� = 4/3 (Guillochon & Ramirez-Ruiz 2013). The circles,
stars, crosses, and square points represent the simulations
with default setup (Mh = 106 M�, M⇤ = M�,R⇤ = R�,
e = 1), with IMBH (Mh = 103 M�), with a small star (M⇤ =
0.1 M�, R⇤ = 0.16 R�), and on eccentric orbit (e = 0.9),
respectively. Overall, �M/M⇤ depends only on � and the
stellar structure �, but not on the MBH mass, stellar mass,
or stellar orbital eccentricity, consistent with the analytical
result.

where Mrem = M⇤ � �M and µ = MremMh/(Mh +
Mrem) are remnant mass and the reduced mass, respec-
tively. The specific energy is ✏orb = Eorb/µ.
The specific orbital angular momentum of the rem-

nant is calculated by

~jorb = ~Rrel ⇥ ~vrel. (6)

During the tidal stripping process, the orbital energy
and the angular momentum of the remnant change con-
tinuously due to two processes: 1) tidal excitation; 2)
mass loss due to tidal stripping.
Figure 3 shows the evolution of these quantities along

with the fractional stripped mass. After the star passes
the pericenter (t ⇠ 0.2 day), it starts to be rapidly
stripped by the tidal force. As the remnant moves
away from the MBH, the stripped mass gradually sta-
bilizes, and its orbit becomes stable. Our simulations
indicate that both the stripped mass and the remnant’s
orbit achieve stable values by the end of the simulations.
While the orbital angular momentum ~jorb for cases with
large � still appears to evolve slightly at the end of the
simulation, the overall change is minimal (. 10�4) and
can be considered negligible.
Initially, the orbital energy of the remnant decreases

and then increases to a constant value. This behavior

occurs because the tidal force overcomes the self-gravity,
inducing tidal oscillations that dissipate some of the or-
bital energy. Later, as the stripped mass flows away
from the remnant, the redistribution of energy causes
the remnant to gain some orbital energy. These e↵ects
are discussed in detail in section 3.1.
At the end of the simulations, some simulations have

remnant orbits bound to the MBHs (✏orb(t ! 1) < 0),
if these remnants continue along their eccentric orbits
without other perturbations, they will return to peri-
center and be tidally disrupted again. The orbital semi-
major axis can be calculated by

aorb = �G(Mh +Mrem)

2✏orb(t ! 1)
, (7)

and the orbital period is set by

Porb = 2⇡

s
a3orb

G(Mh +Mrem)
. (8)

We also find that the orbital angular momentum of
the remnant changes only slightly for bound cases (see
Figure 3), and the pericenter radius changes negligibly,
by only ⇠ 10�6Rp. Therefore, the remnant will return
to the same pericenter if it moves along the orbit without
any perturbations.
Conversely, if the remnants’ orbit is unbound

(✏orb(t ! 1) > 0), it will be ejected from the sys-
tem with a kick velocity vkick =

p
2✏orb(t ! 1). If the

kick velocity is high enough, the remnant may even es-
cape the galaxy hosting the TDE (Manukian et al. 2013;
Gafton et al. 2015) and become an intergalactic object.
In Figure 4, we plot the specific energy of the rem-

nant at the end of the simulations. One can see that
the trends for the two stellar structures are similar. For
small value of �, the remnant loses specific orbital en-
ergy. As � increases, the remnant eventually gains spe-
cific orbital energy with the energy change increasing
with �. Therefore, if the star is initially in a parabolic
orbit, after the partial disruption, the remnant can re-
main bound or become unbound to the MBH depending
on the value of �. We define a “transitional” impact fac-
tor parameter �t, which is approximately 1.1 for � = 4/3
and 0.62 for � = 5/3 polytropic stars. When � . �t (or
� & �t), the remnant is bound (or unbound). We also
find that the MBH mass and stellar orbital eccentricity
barely a↵ect this orbital energy change.
We interpolate the relation between the specific energy

change of the remnant and � as

�✏orb =

8
<

:
7.9�4 � 19.2�3 + 15.1�2 � 3.94� + 0.0035, � = 4/3

121�3 � 128�2 + 32.8� + 0.0011, � = 5/3

⇥ 1014erg g�1,
(9)

Multiple flares = Partial TDEs?
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Figure 4. Change in the specific orbital energy of the rem-
nant ✏orb(end) � ✏orb(0) after a pTDE as a function of �,
for the two types of stellar structures. The data points are
obtained at the end of the simulations, with the orbital en-
ergy of the remnant given by Eq. (5). The dashed, dotted,
and solid blue/red lines represent the analytical calculation
of the energy deposition to oscillations ✏osc (Eq. 13), the en-
ergy gain due to asymmetric mass loss ✏ml (Eq. 14), and the
orbital energy change ✏ml�✏osc (Eq. 17), respectively. When
� is small, ✏osc dominates, leading to the remnant losing spe-
cific orbital energy; while for large �, ✏ml dominated, result-
ing in the remnant gaining specific orbital energy. Di↵erent
types of the data points depict various parameter setup, the
same with that in Figure 2. The grey lines represent the
fitting result of Eq. (9).

Here the COM is situated very close to the MBH due to
Mh � M⇤, although there might have slight di↵erences
if the MBH mass is smaller. ~vcm is the velocity of the
COM in a given reference frame, and Ri represents the
distance between the COM and a given cell.
We partition the gas into three di↵erent parts: the

remnant, and two debris streams with negative and pos-
itive orbital energies 2, as shown in the inset panel of
Figure 1.
By summing up the orbital energy of the gas in each

cell, we obtain the total orbital energy of the remnant
gas Eorb,rem, along with the bound Eorb,M1 and unbound
Eorb,M2 stripped masses.
In Figure 6, we illustrate the evolution of orbital

energy of the remnant gas Eorb,rem and the debris
Eorb,debris = Eorb,M1 + Eorb,M2. When the star passes
by the pericenter, the tidal force deposits some orbital
energy into oscillatory modes, leading to a sudden drop
in both.

2 For the simulations with initial eccentric orbit e < 1, we utilize
the initial orbital energy ✏ = �GMh(1 � e)/(2Rp) to separate
these two streams

Figure 5. Upper and lower panels depict the predicted kick
velocity vkick of unbound remnants and the orbital period
Porb of bound remnants after pTDEs, respectively. The cir-
cular points represent the results of the partial disruption of
a polytropic star (M⇤ = M�, R⇤ = R�) by a 106 M� mass
MBH in an initial parabolic orbit (e = 1). The star points
correspond to the results of pTDEs with IMBHs, while the
cross points denote the results of pTDEs with small stars. As
shown in Figure 4, for cases with small �, the remnant loses
orbital energy and becomes bound to the MBH, whereas for
cases withe large �, the remnant is unbound and can fly away
with a velocity of vkick. In the IMBH cases, the kick velocity
exhibits only slight di↵erences from the SMBH cases. How-
ever, if the remnant is bound to the IMBH, the predicted
period is much shorter.

Some of the oscillatory energy is converted into the
kinetic energy of the remnant. We also depict the kinetic
energy of the remnant in Figure 6:

bEk,rem = 0.5
X

[(~vi � ~v0)
2dmi], (11)

which is calculated in the remnant’s reference frame.
The gas motion within the remnant is not entirely

chaotic. Generally, the gas velocity is azimuthal, as
shown in Figure 8. This is because the tidal torque
causes rotation of the star, aligning it with the orbital
angular momentum.
The rotational energy of the remnant is define as

Espin,rem =
1

2

X
[(~vi � ~v0)

2
�dmi], (12)

where the subscript � denotes the velocity component in
the azimuthal direction. As illustrated in Figure 6, most

Chen+24,Broggi+24

Multiple flares = Partial TDEs?

✓To produce 2nd flare, Δε<0 (Bound remnant).
✓=> Narrow range of β is allowed (Mass loss v.s. Oscillation).
✓=> E~MΔε~1e+47erg <=> P~1e+7 day(E/1047erg)-3/2

Extremely difficult to have P~100-1000days remnant…

Effects of pTDE
1. (Asymmetric) mass loss

2. Stellar oscillation
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the emission lines were consistent with a Type 2 Seyfert. At the
time, the event was considered to be a Type IIn supernova (SN)
with a blue continuum projected very close to the nucleus of a
Type 2 Seyfert, but strong AGN activity was not ruled out as a
possibility (Holoien et al. 2014a).

UltraViolet/Optical Telescope (UVOT) and X-Ray Tele-
scope (XRT) observations by the Neil Gehrels Swift Observa-
tory (Swift hereafter, Gehrels et al. 2004) were taken on UT
2014 November 16, 19, 21, 23, and 27 (PI: T. W.-S. Holoien,
ToO ID: 33529). These observations showed that the central
region of the galaxy had significantly brightened in the UV but
were consistent with archival magnitudes in the optical. These
Swift data also revealed X-ray emission, with fluxes of
(2.85± 0.8)× 10−13 and (3.1± 0.7)× 10−13 erg cm−2 s−1

on 2014 November 16 and 19, respectively. The X-ray
spectrum was consistent with highly absorbed AGNs with
a column density of ∼1023 cm−2 and a luminosity of
LX∼ 3× 1042 erg s−1 (Holoien et al. 2014a).

As part of ongoing work to examine the long-term behavior
of AGNs observed by ASAS-SN, a full light curve of ESO
253-G003 was extracted in 2020 February. The complete V-
and g-band light curve through 2020 September is shown in
Figure 1. Visual examination of the light curve revealed 16
roughly equal amplitude flares evenly spaced out over 6 yr, as
shown in Figure 2. The 17 outburst in Figure 2 was then
predicted and observed. The original ASASSN-14ko trigger
corresponds to the second outburst in the series. This initiated
the further analysis and photometric and spectroscopic follow-
up of ASASSN-14ko, which we report here. All photometric
data used in this analysis are presented in Table 1.

2.1. ASAS-SN Photometry

ASAS-SN is a network of 20 robotic telescopes hosted by
the Las Cumbres Observatory Global Telescope (LCOGT:
Brown et al. 2013) at five sites around the globe. Each
telescope consists of four 14 cm aperture Nikon telephoto
lenses with 8.0″ pixels and a 4.5°× 4.5° field of view. ASAS-

SN’s primary objective is to discover supernovae (SNe) by
surveying the entire visible sky every night. The ASAS-SN
data shown in Figure 2 includes both V-band and g-band
observations. In 2018, the first two ASAS-SN mounts
transitioned from the V band to g band to match the three
ASAS-SN telescopes deployed in 2017–2018.
The data were reduced using a fully automated pipeline based

on the ISIS image subtraction package (Alard & Lupton 1998;
Alard 2000). Each photometric epoch (usually) combines three
dithered 90 s image exposures with a 4.47°× 4.47° field of view
that is subtracted from a reference image. We then used the
Image Reduction and Analysis Facility (IRAF) package
apphot (Tody 1986, 1993) to perform aperture photometry
with a 2 pixel, or approximately 16.0″, radius aperture on each
subtracted image, generating a differential light curve. The
photometry was calibrated using the American Association of
Variable Star Observers (AAVSO) Photometric All-Sky Survey
(Henden et al. 2015). All low-quality ASAS-SN images of ESO
253-G003 were inspected by eye, and images with clouds or
other systematic problems were removed.

2.2. Swift UVOT Photometry

Following the original discovery, we requested Swift UVOT
(Roming et al. 2005) ToO observations (ToO ID: 33529). Then,
after we discovered its periodic nature, we again requested Swift
data (ToO IDs: 13836, 13979, 14005) to monitor ASASSN-
14ko during quiescence and then during the outburst predicted
for UT 2020 May 18.5 (see below). Data were obtained in six
filters (Poole et al. 2008): V (5468Å), B (4392Å), U (3465Å),
UVW1 (2600Å), UVM2 (2246Å), and UVW2 (1928Å). We
used the HEAsoft (HEASARC 2014) software task uvotsource
to extract the source counts using a 16.0″ radius aperture and
used a sky region of ∼40,0″ radius to estimate and subtract the
sky background. This aperture size was chosen to match the
ASAS-SN photometry. All fluxes were aperture corrected and
converted into magnitudes and fluxes using the most recent
UVOT calibration (Poole et al. 2008; Breeveld et al. 2010). The

Figure 1. The complete ASAS-SN V-band (green) and g-band (blue) data for ESO 253-G003. Seventeen complete flares were detected between 2014 and 2020. The
expected flare peaks predicted by the model described in Section 4.1 are shown by the shaded regions with widths of 30 days.
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Multi-peak optical flare: ASASSN14ko
Payne+21

✓More than 20 peaks with P-115days
✓L~1e+44erg/s, t~10days => E~1e+50erg per flare
✓Persistent emission LX~1e+43erg/s => AGN disk?
✓Disk instability? Star-disk interaction?



Multiple X-ray flare
:Quasi-Periodic Eruption (QPEs)

4 Pasham et al.

Figure 1. 0.25-2.5 keV XMM-Newton/EPIC (pn+MOS) X-ray light curves of eRO-QPE2. The time bin size in each
case is 100 s and the observation dates are indicated at the top of each panel. The thick black horizontal lines are the optimal
time bins derived from the Bayesian blocks algorithm of Scargle et al. (2013). The solid curves are the best-fit skewed-Gaussian
model fits.

Pasham+24

✓~5 systems
✓Quasi-Periodic ~3-20 hrs, Duty cycle ~10%
✓L~1e+42erg/s, kT~100eV
✓Disk instability? Star-disk interaction?



is the tidal radius. The condition r0� rT defines a minimum
QPE period in this scenario

 


 ⎜ ⎟⎛⎝ ⎞⎠ ( )p - P

R
GM

1.4 hr . 9QPE,min

3 1 2
3 2 1 3

In Section 3.4 we show that QPE flares are detectable over
the disk quiescent emission only for orbits with r0 moderately
larger than rT ( P PQPE QPE,min).

The star’s orbital plane must be significantly misaligned with
that of the accretion disk to generate QPE emission, with the
observed alternating long-short recurrence time pattern
explained in part by the star spending a longer time on the
side of the disk near apocenter than on the pericenter side
(Miniutti et al. 2019; Xian et al. 2021; see Figure 1 for a
schematic illustration).

In addition to the very gradual orbital decay due to
gravitational wave emission (Section 3.3) and gas drag
(Section 2.4.1), the star’s orbit is subject to more rapid
evolution as a result of other general relativistic effects (e.g.,
Xian et al. 2021; Metzger et al. 2022; Franchini et al. 2023).
The fastest of these is apsidal precession, which can lead to
secular evolution of the long-short recurrence time difference
amplitude. Given the characteristic precession angle per orbit
δò; 6π(Rg/r0), significant precession (Δò∼ 2π) will occur on
a timescale,
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sufficiently short to be observed in QPE light-curve epochs
spanning months (Xian et al. 2021; Franchini et al. 2023).

Nodal precession can also occur, potentially leading to
changes in the inclination angle between the orbital plane and
the accretion disk. At leading post-Newtonian order, nodal
precession is driven by Lense-Thirring frame dragging, with
significant nodal precession (ΔΩ∼ 2π) thus occurring on a

timescale
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where ( )d pW = -a r R4 • 0 g
3 2 is the per-orbit nodal shift, and

0� a•� 1 is the dimensionless spin magnitude of the SMBH
(Merritt 2010). If the SMBH spin axis is misaligned with
angular momentum axis of the stellar orbit, the orbit can come
in and out of alignment with the disk midplane on a timescale
as short as 1 yr.
In addition to variations in the timing of the flares due to the

evolving geometry of the orbit with respect to the disk plane,
light travel times from the two collision sites introduces an
additional source of timing variations. The magnitude of this
effect is roughly of the order of
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not much smaller than the observed variations in the flare
timing.

2.3. Star–Disk Collisions

2.3.1. Emission from Shocked Disk Ejecta

The star will, twice per orbit, pass through the disk midplane
of thickness  - h R m M3.2 1 •,6 , similar to the stellar
radius. For simplicity we consider a nearly head-on collision
(i.e., a 90° angle between the angular momenta of the orbit and
disk) in what follows. Assuming that the disk has returned to an
unperturbed state by the time of each collision (a condition we
shall check in Section 2.3.2), the mass of the disk material

Figure 1. Schematic view of our model. A star orbits an SMBH that is accreting matter through a thin disk of scale height h at a rate m. Due to the inclined orbital
plane, the star impacts the disk twice per orbit, carving a hole through the disk and ejecting an optically thick cloud of material expanding above and below the disk
plane. As the ejecta expands and cools, photons begin to diffuse out, and the light curve peaks once the optical depth drops below c/vej, where vej ∼ vK is the ejecta
velocity imparted by the colliding star. The inner regions of the disk dominate the soft quiescent emission seen between the collision-powered flares.
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Extended Data Fig. 3 | The X-ray long-term evolution of GSN 069. 
a, The X-ray spectra from the XMM1, XMM2, XMM4 and Chandra 
observations, excluding time-intervals containing QPEs. All spectra 
have been divided by the corresponding detector effective area to 
ease comparison. The XMM3 spectrum is not shown, as it is basically 
superimposed on the XMM4 one. Spectra have been slightly re-binned for 
visual clarity. b, The best-fitting SEDs according to the best-fitting models 
presented in Extended Data Table 2. c, The 0.3–2 keV flux evolution of 
GSN 069 since first X-ray detection, including the XMM-Newton slew 
data point. The dashed grey line is a power-law decay model with index 
fixed at −5/3, while the dotted magenta line is an exponential decay law 

with best-fitting e-folding timescale of about 5 yr. d, The 0.2–2 keV  
luminosity of the best-fitting diskbb model as a function of disk 
temperature (see Extended Data Table 2). The dashed line is the best-
fitting relation Ldiskbb ∝ T4.5 ± 0.5 to the XMM-Newton data only, consistent 
with constant-area blackbody emission (L ∝ T4). The Chandra data point 
(green) is far off the L ∝ T4 relation, its temperature being too hot to be 
ascribed to disk emission for the given luminosity. Errors in a represent 
the 1σ confidence intervals, while error bars in c and d represent the 90% 
confidence intervals as obtained from X-ray spectral fitting (Extended 
Data Table 2). Some of the error bars are smaller than the symbol size.

QPE = TDE + EMRI?
Miniutti+19

2019
QPE

2014

2010
TDE?

Linial&Metzger23

GSN069
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six consecutive peaks detected in just over 10 days. Two more peaks 
were detected over the next four days with Swift/XRT and AstroSat. The 
light curves are shown in Fig. 1b. The time between successive peaks 
ranges from 39 to 54 h in the rest frame, measured by fitting skewed 
Gaussian profiles (Extended Data Fig. 2). The mean recurrence time is 
48.4 ± 0.3 h, with a standard deviation of 7.2 h. Typical durations are 
8–10 h, with a consistent light-curve shape exhibiting a fast rise and 
slower decay (Fig. 1c).

The combination of soft X-ray sensitivity and cadence in the NICER 
data allows us to perform time-resolved spectral fitting (Fig. 2 and 
Extended Data Fig. 3). The nearby SE source detected by Chandra 
does not contribute substantially in the NICER bandpass (Methods). 
Single-temperature blackbody fits to the second NICER peak (chosen 
for good temporal coverage and low background; Methods) show an 
increasing temperature as the luminosity rises and a lower temperature 
for the same luminosity during the decay phase, owing to an increase in 
the blackbody radius. The expanding emitting region is approximately  
1 solar radius (about 1011 cm). The bolometric luminosity at peak reaches 
(1.8 ± 0.1) × 1043 erg s−1, with a temperature of 109 ± 1 eV. In the quiescent 
phase, spectral information could only be retrieved by stacking the 
data from Swift/XRT. This can be well modelled as a colour-corrected 
disk model with maximum disk temperature kTp ≈ 67 ± 10 eV (Methods; 
Extended Data Fig. 4).

All of the above properties are consistent with the six known QPE 
sources repeating on timescales of hours to days (refs. 1–4) and the 

longer-duration Swift J0230+28 (refs. 5,22). This includes the luminos-
ity and temperature, in both eruption and quiescence, and the lack of 
any detected optical/UV variability (Extended Data Fig. 5). The ‘hyster-
esis loop’ in the luminosity–temperature plane (Fig. 2c) is character-
istic of QPE emission12,23,24. The recurrence time and eruption duration 
are towards the higher ends of their respective distributions (although 
well below Swift J0230+28), but their ratio of approximately 0.2 is con-
sistent with the duty cycle of 0.24 ± 0.13 exhibited by other QPEs5 
(Fig. 3). Performing our own correlation analysis on duration versus 
recurrence time for the QPE population including AT2019qiz yields 
strong Bayesian evidence in favour of a correlation, with a mean duty 
cycle of 0.22−0.04

+0.11  (Methods). The roughly 15% variation in recurrence 
times in AT2019qiz is also similar to known QPEs. The variations in 
AT2019qiz seem irregular, but with a limited number of cycles, we can-
not establish robustly at this point whether or not there is an underly-
ing pattern of alternating long and short recurrence times, as seen in 
some of the other QPE sources1,3.

We conclude that AT2019qiz is now exhibiting X-ray QPEs fully con-
sistent with the known source population and with an average recur-
rence time TQPE ≈ 48 h. Our result confirms theoretical predictions that 
at least some QPEs arise in accretion disks created by TDEs8,11 (although 
we note that QPEs have also been discovered in galaxies with evidence 
for active nuclei15). It also increases confidence in the candidate QPEs 
following the TDEs AT2019vcb (ref. 14) and XMMSL1 J0249 (ref. 13) and 
the proposed X-ray TDE in the QPE source GSN 069 (ref. 12). We are 
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Fig. 1 | Detection of QPEs from the nearby TDE AT2019qiz. a, Chandra images 
obtained from exposures on 9 and 10 December 2023. Observation times are 
shown in UT. Each image shows a 30 × 30-arcsec region centred on AT2019qiz. 
Images have been smoothed with a 2-pixel Gaussian filter for clarity. The 
nearby source to the SE shows a consistent flux across the three exposures.  
b, Light curve showing eight eruptions detected by NICER, Swift/XRT and 
AstroSat from 29 February 2024 to 14 March 2024 (MJD 60369 to 60383). 

Without stacking, the count rate between the eruptions is consistent with zero. 
Time delays between eruptions are labelled. The mean (standard deviation) 
recurrence time is 48.4 (7.2) h. c, Comparison of light-curve shapes between 
the Chandra eruption from December 2023 and NICER eruptions from March 
2024. The fast rise and shallower decay remains consistent over several 
months. All error bars show 1σ uncertainties.
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(1,480 Å) with AstroSat. We model the UV and quiescent X-ray light 
curves, alongside 3.5 years of optical measurements from the Pano-
ramic Survey Telescope and Rapid Response System (Pan-STARRS) 
and ZTF, using a time-dependent relativistic thin disk25 (Fig. 4;  
Methods). We find a SMBH mass ∙ ⊙M Mlog / = 6.310 −0.2

+0.3  and an initial  
disk mass ⊙M M/ = 0.06disk −0.03

+0.04 (Extended Data Fig. 8).
The properties of the disk help to constrain the cause of the QPE 

emission. In models of disk-pressure instability, the variability ampli-
tude and recurrence timescale depend on the SMBH mass and accre-
tion rate. With the SMBH mass well constrained, the late-time disk 
luminosity is (4 ± 1)% of the Eddington luminosity. At this Eddington 
ratio, radiation-pressure instability models can explain the amplitude 
of the eruptions but predict a recurrence time on the order of years26. 
A disk that is dominated by magnetic (rather than radiation) pressure 
is expected to be stable for this mass and Eddington ratio8. We there-
fore examine models that can explain QPE emission on hour to day 
timescales within a stable disk. These models involve another body  
(a star or compact object) already on a close, decaying orbit around 
the SMBH (an extreme-mass-ratio inspiral, or EMRI) that interacts with 
the spreading disk from the TDE once the disk is sufficiently radially 
extended.

The disk size is well constrained in our analysis by the UV and opti-
cal emission (Fig. 4) and is several times larger than an orbit with a 

48.4-h period (radius approximately 200GM•/c2). Because any orbit-
ing body with this period is expected to cross the disk, this provides 
a promising explanation for the observed QPEs. The same argument 
also applies to a 98.6-h orbit, required if interactions occur twice 
per orbit (Fig. 4). The luminosity in this model can be produced by 
the ejection of shocked disk material11, shock breakout within the 
disk27 or a temporarily enhanced accretion rate28. The compact 
emitting radius and its expansion during the eruptions may favour 
the first of these mechanisms. As the density of expanding ejecta 
decreases, we would expect the photosphere (the surface of the opti-
cally thick region) to eventually recede, consistent with our findings  
in Fig. 2d.

In the simplest case of an EMRI crossing the disk twice per ellipti-
cal orbit, recurrence times would exhibit an alternating long–short 
pattern, as seen in a subset of the known QPE sources1,3. In the EMRI 
model, more complex timing behaviour2,23 can be caused by relativistic 
precession of the disk if its rotational axis is misaligned with that of 
the SMBH10,29,30. Notable precession over the course of a few cycles 
in AT2019qiz would require a dimensionless SMBH spin a• ≳ 0.5–0.7; 
however, such a large spin would tend to align the disk and damp pre-
cession in ≪1,000 days (Methods). Changing gas dynamics following 
star–disk collisions has recently been proposed as an alternative way 
to explain QPE timing variations31. Continuing high-cadence obser-
vations of AT2019qiz will be required to better constrain the nature 
of its timing variations and enable more detailed comparisons with 
QPE models.

The serendipitous discovery of QPEs in TDE AT2019qiz suggests 
that QPEs following TDEs may be common. We find that the long-term 
accretion disk properties in AT2019qiz are consistent with the star–
disk interaction model for QPEs, indicating that the fraction of TDEs 
with QPEs can be used to constrain the rate of EMRIs, an important goal 
for future gravitational-wave detectors32. The latest observational 
estimates of the QPE rate24 are about one-tenth of the TDE rate33,34, 
consistent with recent theoretical predictions for the formation rate 
and lifetimes of EMRIs35. The QPEs in AT2019qiz show that long-term, 
high-cadence X-ray follow-up of optical TDEs will be a powerful tool 
for future QPE discovery, without the need for wide-field X-ray 
time-domain surveys, providing a path to measure the EMRI rate 
directly through electromagnetic observations.
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Fig. 4 | Multiwavelength light curves with disk model fit. a, X-ray, UV and 
optical data showing the TDE in 2019 (ref. 16) and the long-term disk emission. 
The dashed lines and shaded regions show the median and 90% confidence 
range of our accretion disk model fit25. QPEs (dotted lines) were excluded from 
the fit. A potential earlier QPE is also seen in the X-ray data at about 800 days 
(ref. 21). Our model is agnostic to the mechanism powering the initial UV/
optical peak (Methods) but, by the time of the QPEs, all data are consistent 
with an exposed accretion disk. b, Radial surface density profiles of the best-fit 
model at 800 and 1,500 days after disruption (including 90% confidence 
range). The radius has been normalized to the circular orbit with period 
Torb = TQPE. The vertical lines indicate the orbital radii corresponding to periods 
of 1× and 2× TQPE. Both orbits cross the disk plane, showing that star–disk 
interactions occurring either once or twice per orbit can explain the QPEs in 
AT2019qiz (ref. 11).
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is the tidal radius. The condition r0� rT defines a minimum
QPE period in this scenario
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In Section 3.4 we show that QPE flares are detectable over
the disk quiescent emission only for orbits with r0 moderately
larger than rT ( P PQPE QPE,min).

The star’s orbital plane must be significantly misaligned with
that of the accretion disk to generate QPE emission, with the
observed alternating long-short recurrence time pattern
explained in part by the star spending a longer time on the
side of the disk near apocenter than on the pericenter side
(Miniutti et al. 2019; Xian et al. 2021; see Figure 1 for a
schematic illustration).

In addition to the very gradual orbital decay due to
gravitational wave emission (Section 3.3) and gas drag
(Section 2.4.1), the star’s orbit is subject to more rapid
evolution as a result of other general relativistic effects (e.g.,
Xian et al. 2021; Metzger et al. 2022; Franchini et al. 2023).
The fastest of these is apsidal precession, which can lead to
secular evolution of the long-short recurrence time difference
amplitude. Given the characteristic precession angle per orbit
δò; 6π(Rg/r0), significant precession (Δò∼ 2π) will occur on
a timescale,
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sufficiently short to be observed in QPE light-curve epochs
spanning months (Xian et al. 2021; Franchini et al. 2023).

Nodal precession can also occur, potentially leading to
changes in the inclination angle between the orbital plane and
the accretion disk. At leading post-Newtonian order, nodal
precession is driven by Lense-Thirring frame dragging, with
significant nodal precession (ΔΩ∼ 2π) thus occurring on a

timescale
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3 2 is the per-orbit nodal shift, and

0� a•� 1 is the dimensionless spin magnitude of the SMBH
(Merritt 2010). If the SMBH spin axis is misaligned with
angular momentum axis of the stellar orbit, the orbit can come
in and out of alignment with the disk midplane on a timescale
as short as 1 yr.
In addition to variations in the timing of the flares due to the

evolving geometry of the orbit with respect to the disk plane,
light travel times from the two collision sites introduces an
additional source of timing variations. The magnitude of this
effect is roughly of the order of
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not much smaller than the observed variations in the flare
timing.

2.3. Star–Disk Collisions

2.3.1. Emission from Shocked Disk Ejecta

The star will, twice per orbit, pass through the disk midplane
of thickness  - h R m M3.2 1 •,6 , similar to the stellar
radius. For simplicity we consider a nearly head-on collision
(i.e., a 90° angle between the angular momenta of the orbit and
disk) in what follows. Assuming that the disk has returned to an
unperturbed state by the time of each collision (a condition we
shall check in Section 2.3.2), the mass of the disk material

Figure 1. Schematic view of our model. A star orbits an SMBH that is accreting matter through a thin disk of scale height h at a rate m. Due to the inclined orbital
plane, the star impacts the disk twice per orbit, carving a hole through the disk and ejecting an optically thick cloud of material expanding above and below the disk
plane. As the ejecta expands and cools, photons begin to diffuse out, and the light curve peaks once the optical depth drops below c/vej, where vej ∼ vK is the ejecta
velocity imparted by the colliding star. The inner regions of the disk dominate the soft quiescent emission seen between the collision-powered flares.
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Fig. 1 Literature TDE radio observations. To date, nine TDEs have published radio detections: Sw J1644+57,
Sw J2058+05, Sw J1112-82, IGR J12580+0134, ASASSN-14li, XMMSL1 J0740-85, Arp 299-B AT1, CNSS
J0019+00, and AT2019dsg (colored circles; see Table 1 and references therein). Although most of the detected
TDEs were observed at multiple frequencies, for simplicity we show only a single frequency for each event
(8.4 GHz for Arp 299-B AT1 and AT2019dsg, 5 GHz for all others). An additional 23 events have published
upper limits (gray triangles; a key to the labels is given in the first column of Table 2). When a non-detected
TDE was observed at multiple frequencies on the same date, we show only the most constraining limit. All
upper limits are 3σ

to estimate the physical size of the emitting region, the kinetic energy of the outflow, and
other physical properties (the outflow velocity, the ambient density, the average magnetic
field strength, etc.) even if only part of the synchrotron spectrum is observed (preferably
including the peak). The energy thus obtained is a lower bound on the total energy, which
can be much larger if the source is not exactly in equipartition, while the size of the emitting
region is more robust. Multi-frequency radio observations are preferred for this technique,
to constrain the peak frequency and flux density of the radio emission and their temporal
evolution. Calculating the size evolution of the emitting region allows us to infer when the
outflow was launched (assuming that the radio emission traces the leading edge of the out-
flow, as expected for external shock models). This is an important constraint for modeling
TDEs, for which the time of disruption may not be known precisely (e.g. Zauderer et al.
2011, Alexander et al. 2016). For extremely nearby events, the size evolution of the outflow
may also be measured directly using VLBI observations (e.g. Mattila et al. 2018).

3 Radio-Detected TDEs: Probes of Accretion and Outflow Physics

To date, several dozen TDEs have been observed in the radio, revealing a large diversity in
their radio properties (Fig. 1). In particular, a few percent of TDEs are radio loud, exhibiting
luminous radio emission detectable for years post-disruption, while the rest are radio quiet,
with detections or upper limits constraining their radio emission to be orders of magnitude
fainter than the radio-loud events. For the purpose of this review, we define a “radio-loud
TDE” to have a peak radio luminosity νLν > 1040 erg s−1 and a “radio-quiet TDE” to have

Alexander+20

Synchrotron emission => Probe of Outflow + Environment
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to estimate the physical size of the emitting region, the kinetic energy of the outflow, and
other physical properties (the outflow velocity, the ambient density, the average magnetic
field strength, etc.) even if only part of the synchrotron spectrum is observed (preferably
including the peak). The energy thus obtained is a lower bound on the total energy, which
can be much larger if the source is not exactly in equipartition, while the size of the emitting
region is more robust. Multi-frequency radio observations are preferred for this technique,
to constrain the peak frequency and flux density of the radio emission and their temporal
evolution. Calculating the size evolution of the emitting region allows us to infer when the
outflow was launched (assuming that the radio emission traces the leading edge of the out-
flow, as expected for external shock models). This is an important constraint for modeling
TDEs, for which the time of disruption may not be known precisely (e.g. Zauderer et al.
2011, Alexander et al. 2016). For extremely nearby events, the size evolution of the outflow
may also be measured directly using VLBI observations (e.g. Mattila et al. 2018).

3 Radio-Detected TDEs: Probes of Accretion and Outflow Physics

To date, several dozen TDEs have been observed in the radio, revealing a large diversity in
their radio properties (Fig. 1). In particular, a few percent of TDEs are radio loud, exhibiting
luminous radio emission detectable for years post-disruption, while the rest are radio quiet,
with detections or upper limits constraining their radio emission to be orders of magnitude
fainter than the radio-loud events. For the purpose of this review, we define a “radio-loud
TDE” to have a peak radio luminosity νLν > 1040 erg s−1 and a “radio-quiet TDE” to have
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Table 1. Summary of different ejecta components in TDEs. The blank (“−”) means that the parameter is what we constrain in this work by radio upper limits.

Mass Velocity Kinetic energy Solid angle Mass per solid angle Reference
Mej [M⊙] vin [km s−1] Ekin [erg] ∆Ω [str] Mej/∆Ω [M⊙ str−1]

Unbound debris 0.5 ≃ 7500 2 × 1050 0.1 5 Krolik2016,Yalinewich2019
Disk wind − ∼ 10000 − ∼ 4π − Metzger&Stone2016
Collision induced outflow − ∼ 10000 − ∼ 4π − Lu&Bonnerot2020
Jet (Conical outflow) − − − − −
Relativistic jet

Synchrotron self-absorption frequency is given by (Murase et al.
2014)
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where we used p = 2.5 in the second line.2It should be noted that
we ignored multiple Gamma functions, which is an order of unity.3
This formula holds only for νm < νa. In this case, the synchrotron
spectrum is given by (Piran et al. 2013)
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In particular, νa is always larger than νm for relevant parameter
values. Thus we concentrate on the regimes of νm < ν < νa or
νa < ν, where the spectrum peaks at νa with
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Note that the flux density for νm < ν < νa has a common dependence
on the parameters for the both phases.

2 ͜ͷࣜͷ ε̄e,−1 ͱ β ͷႈRicci et al. (2021)ͷ Eq. (20)ͱໃ६͢Δ͕ɺ
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3 [Γ(p/4+ 11/6)Γ(p/4+ 1/6)Γ(p/4+ 3/2)/Γ(p/4+ 2)]2/(p+4) has a value
of 1.01 − 1.06 for p = 2 − 5.

2.1 Observational constraint

From the detection or upper limit, we can constrain parameters. We
consider that the radius is given by R ≃ vt, which holds for most
cases, and the velocity is estimated by another consideration such as
energy conservation. Here the parameters we want to constrain are the
outflow velocity v, ISM density n, and outflow’s solid angle ∆Ω. By
using the observational upper limits, we can constrain combinations
of these parameters. For optically thin and v < vDN case,
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and for v > vDN case,
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For optically thick case,
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We take the density and velocity as fundamental variables, and
transform above limits to the limits on velocity:
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for optically thin (v < vDN), thin (v > vDN), and thick cases, re-
spectively. We find that there is a critical velocity above which there
is two densities realizing the observed flux. For the deep-Newtonian
case, this velocity and corresponding density are given by equating
optically thin and thick condition:
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L,27 F
p+6

2p+13
µJy .
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Table 1. Summary of different ejecta components in TDEs. The blank (“−”) means that the parameter is what we constrain in this work by radio upper limits.

Mass Velocity Kinetic energy Solid angle Mass per solid angle Reference
Mej [M⊙] vin [km s−1] Ekin [erg] ∆Ω [str] Mej/∆Ω [M⊙ str−1]

Unbound debris 0.5 ≃ 7500 2 × 1050 0.1 5 Krolik2016,Yalinewich2019
Disk wind − ∼ 10000 − ∼ 4π − Metzger&Stone2016
Collision induced outflow − ∼ 10000 − ∼ 4π − Lu&Bonnerot2020
Jet (Conical outflow) − − − − −
Relativistic jet

Synchrotron self-absorption frequency is given by (Murase et al.
2014)

νa =
( (p − 1)π 3

2 3
p+1

2

4
enR min

[
(v/vDN)2, 1

]
γ5

mB

) 2
p+4
νm (7)

≃
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

8.97 × 106 Hz ε̄
2

p+4
e,−1ε

p+2
2(p+4)
B,−1 n

p+6
2(p+4)
0 v

p+6
p+4

9 R
2

p+4
17 : v < vDN ,

2.10 × 108 Hz ε̄
2(p−1)
p+4

e,−1 ε
p+2

2(p+4)
B,−1 n

p+6
2(p+4)
0 v

5p−2
p+4

10 R
2

p+4
17 : vDN < v ,

where we used p = 2.5 in the second line.2It should be noted that
we ignored multiple Gamma functions, which is an order of unity.3
This formula holds only for νm < νa. In this case, the synchrotron
spectrum is given by (Piran et al. 2013)

Fν =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Fνm (νa/νm)
1−p

2 (νm/νa)5/2(ν/νm)2 : ν < νm ,
Fνm (νa/νm)

1−p
2 (ν/νa)5/2 : νm < ν < νa ,

Fνm (ν/νm)
1−p

2 : νa < ν .

(8)

In particular, νa is always larger than νm for relevant parameter
values. Thus we concentrate on the regimes of νm < ν < νa or
νa < ν, where the spectrum peaks at νa with

Fνa = Fνm (νa/νm)
1−p

2 (9)

≃

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

7.49 × 10−3 µJy ε̄
5

p+4
e,−1ε

2p+3
2(p+4)
B,−1

n
2p+13
2(p+4)
0 v

2p+13
p+4

9 R
2p+13
p+4

17
(∆Ω

4π
)
d−2

L,27 : v < vDN ,

6.30 µJy ε̄
5(p−1)
p+4

e,−1 ε
2p+3

2(p+4)
B,−1

n
2p+13
2(p+4)
0 v

12p−7
p+4

10 R
2p+13
p+4

17
(∆Ω

4π
)
d−2

L,27 : vDN < v ,

Fν>νa = Fνa (ν/νa)
1−p

2 (10)

≃

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2.18 × 10−4 µJy ε̄e,−1ε
p+1

4
B,−1

n
p+5

4
0 v

p+5
2

9 R3
17
(∆Ω

4π
)
ν

1−p
2

GHzd−2
L,27 : v < vDN ,

1.96 µJy ε̄p−1
e,−1ε

p+1
4

B,−1

n
p+5

4
0 v

5p−3
2

10 R3
17
(∆Ω

4π
)
ν

1−p
2

GHzd−2
L,27 : vDN < v ,

Fν<νa = Fνa (ν/νa)
5
2 (11)

≃ 9.82 × 102 µJy ε−1/4
B,−1n−1/4

0 v
−1/2
9 R2

17

(
∆Ω

4π

)
ν5/2GHzd−2

L,27 .

Note that the flux density for νm < ν < νa has a common dependence
on the parameters for the both phases.

2 ͜ͷࣜͷ ε̄e,−1 ͱ β ͷႈRicci et al. (2021)ͷ Eq. (20)ͱໃ६͢Δ͕ɺ
͜ΕऀޙͰ 25 Ͱͳ͘ γ5

m ͱͯ͠͠·͍ͬͯΔ͔ΒͰ͋Δɻ
3 [Γ(p/4+ 11/6)Γ(p/4+ 1/6)Γ(p/4+ 3/2)/Γ(p/4+ 2)]2/(p+4) has a value
of 1.01 − 1.06 for p = 2 − 5.

2.1 Observational constraint

From the detection or upper limit, we can constrain parameters. We
consider that the radius is given by R ≃ vt, which holds for most
cases, and the velocity is estimated by another consideration such as
energy conservation. Here the parameters we want to constrain are the
outflow velocity v, ISM density n, and outflow’s solid angle ∆Ω. By
using the observational upper limits, we can constrain combinations
of these parameters. For optically thin and v < vDN case,

n
p+5

4 v
p+11

2
9 ∆Ω < FDN ≃ 6.13 × 105 ε̄−1

e,−1ε
− p+1

4
B,−1 t−3

yr ν
p−1

2
GHzd2

L,27FµJy ,

(12)

and for v > vDN case,

n
p+5

4 v
5p+3

2
9 ∆Ω < F ≃ 3.84 × 106 ε̄1−pe,−1ε

− p+1
4

B,−1 t−3
yr ν

p−1
2

GHzd2
L,27FµJy .

(13)

For optically thick case,

n−
1
4 v

3
2
9 ∆Ω < G ≃ 4.30 × 10−2 ε1/4B,−1t−2

yr ν
−5/2
GHz d2

L,27FµJy . (14)

We take the density and velocity as fundamental variables, and
transform above limits to the limits on velocity:

v9 <

⎧⎪⎪⎨
⎪⎪⎩

n−
p+5

2(p+11)∆Ω
− 2

p+11 F
2

p+11
DN : v < vDN ,

n−
p+5

2(5p+3)∆Ω
− 2

5p+3 F
2

5p+3 : v > vDN ,
(15)

v9 < n
1
6∆Ω−

2
3 G 2

3 . (16)

More explicitly,

v9 ! 7.20 ε̄
− 2

p+11
e,−1 ε

− p+1
2(p+11)

B,−1 n
− p+5

2(p+11)
0 t

− 6
p+11

yr ∆Ω
− 2

p+11 ν
p−1
p+11

GHz d
4

p+11
L,27 F

2
p+11
µJy ,

v9 ! 7.07 ε̄
2(1−p)
5p+3

e,−1 ε
− p+1

2(5p+3)
B,−1 n

− p+5
2(5p+3)

0 t
− 6

5p+3
yr ∆Ω

− 2
5p+3 ν

p−1
5p+3
GHz d

4
5p+3
L,27 F

2
5p+3
µJy ,

v9 ! 0.123 ε
1
6
B,−1n

1
6
0 t

− 4
3

yr ∆Ω
− 2

3 ν
− 5

3
GHzd

4
3
L,27F

2
3
µJy ,

for optically thin (v < vDN), thin (v > vDN), and thick cases, re-
spectively. We find that there is a critical velocity above which there
is two densities realizing the observed flux. For the deep-Newtonian
case, this velocity and corresponding density are given by equating
optically thin and thick condition:

n× = ∆Ω
2(p+8)
2p+13 F

6
2p+13

DN G− 2(p+11)
2p+13 (17)

≃ 9.61 × 103 cm−3 ∆Ω
2(p+8)
2p+13 ε̄

− 6
2p+13

e,−1 ε
− 2p+7

2p+13
B,−1 t2yrν

4
GHzd

− 4(p+8)
2p+13

L,27 F
− 2(p+8)

2p+13
µJy ,

v×,9 = ∆Ω
− p+6

2p+13 F
1

2p+13
DN G

p+5
2p+13 (18)

≃ 0.564∆Ω−
p+6

2p+13 ε̄
− 1

2p+13
e,−1 ε

1
2p+13
B,−1 t−1

yr ν
−1
GHzd

2(p+6)
2p+13

L,27 F
p+6

2p+13
µJy .
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Figure 1. A schematic picture. A radio-emitting region is moving at a 
Lorentz factor ! whose direction of motion is away from the observer’s 
line of sight, θ . The emitting region has an emitting area A and volume of V . 

The observed quantities are translated from the quantities in the 
rest frame via the relativistic Doppler factor: 
δD = 1 

! ( 1 − β cos θ ) , (1) 
where β ≡

√ 
1 − 1 / ! 2 is the source velocity normalized by the 

speed of light c . Note that for a source moving precisely towards the 
observer ( θ = 0), the Doppler factor becomes δD = 2 !. Ho we ver, 
BNP13 (following Sari, Piran & Narayan 1998 ) approximated it as 
δD ≃ ! to reflect the fact that the average δD is lower than 2 !. 1 In 
this paper, we use an exact value of δD for a given angle to see the 
of f-axis ef fect. This treatment leads to some dif ferences in numerical 
factors between our results at the limit of θ = 0 and those of BNP13. 2 

The observed peak frequency is given by the Doppler-boosted (and 
redshifted) synchrotron frequency: 
νp = δD q e Bγ 2 

e 
2 πm e c(1 + z) , (2) 

where q e is the elementary charge, B is the magnetic field (at the 
source rest frame), γ e is the Lorentz factor of electrons producing 
the radio peak, m e is the electron mass, and z is the redshift to the 
source. 

Two expressions give the peak flux density for optically thin 
and thick regimes (we describe a more detailed deri v ation in 
Appendix A ). In the optically thin regime, 3 the flux density is just 
given by the flux of a single electron with the Lorentz factor γ e 
1 Averaging the Doppler factor over the beaming cone gives ⟨ δD ⟩ = ∫ 1 /! 

0 d θ sin θδD / (1 − cos θ ) ≃ (2 ln 2) ! ≃ 1 . 4 ! for ! ≫ 1 and θ ≪ 1. 
2 The exact differences between our equations and those of BNP13 are 
summarized as follows: equations ( 2 ), ( 3 ), ( 6 ), and ( 10 ) are twice larger 
than corresponding equations (10), (11), (13), and (16) of BNP13 in the limit 
of θ = 0. Equation ( 8 ) is twice smaller than equation (14), equation ( 9 ) is 
four times smaller than equation (15), equation ( 14 ) is eight times smaller 
than equation (17), and equation ( 15 ) is four times larger than equation (18) 
of BNP13. 
3 Throughout this paper, we assume that the emission is produced by non- 
thermal electrons with a power-law energy distribution (d n /d γ ∝ γ −p ) in a 
single zone. Therefore, the spectral index in the optically thin regime should 
be smaller than −0.5 so that the power-law index is p > 2. 

multiplied by the number of emitting electrons N e : 
F p = (1 + z) δ3 

D √ 
3 q 3 e BN e 

4 πd 2 L m e c 2 , (3) 
where d L is the luminosity distance to the source. We estimate the 
peak flux by the self-absorbed spectrum in the optically thick regime. 
There are potentially two cases depending on the ratio between self- 
absorption frequency νa and the characteristic synchrotron frequency 
νm (corresponding to the emitting electrons with the least energy; 
see e.g. Sari et al. 1998 ). In the case of νa > νm , the flux at νm is 
suppressed by self-absorption and the radio flux peaks at νa . The 
peak flux is given by the Rayleigh–Jeans spectrum: 
F p ≃ (1 + z) 3 δD 2 m e γe ν2 

p A 
d 2 L , (4) 

where A is the surface area of the emitting region. In the opposite 
case of νm > νa , the flux peaks at νm which is obtained by extending 
the self-absorbed spectrum: 
F p ≃ (1 + z) 3 δD 2 m e γe ν2 

a A 
d 2 L 

(
νp 
νa 
)1 / 3 

. (5) 
Combining the two cases, the peak flux is given by 
F p = (1 + z) 3 δD 2 m e γe ν2 

p A 
3 d 2 L η1 / 3 , (6) 

η ≡
{

1 ; νa > νm , 
νm /νa ; νa < νm , (7) 

where following BDP13 we introduced a numerical factor 3 in the 
denominator of equation ( 6 ). 

We solve equations ( 2 ), ( 3 ), and ( 6 ) to obtain γ e , N e , and B : 
γe = 3 F p d 2 L η5 / 3 ! 2 

2 πν2 
p (1 + z) 3 m e f A R 2 δD 

≃ 5 . 2 × 10 2 [ 
F p , mJy d 2 L , 28 η5 / 3 
νp , 10 (1 + z) 3 

] 
! 2 

f A R 2 17 δD , (8) 
N e = 9 c F 3 p d 6 L η10 / 3 ! 4 

2 √ 
3 π2 q 2 e m 2 e ν5 

p (1 + z) 8 f 2 A R 4 δ4 
D 

≃ 4 . 1 × 10 54 [ 
F 3 p , mJy d 6 L , 28 η10 / 3 
ν5 

p , 10 (1 + z) 8 
] 

! 4 
f 2 A R 4 17 δ4 

D , (9) 
B = 8 π3 m 3 e cν5 

p (1 + z) 7 f 2 A R 4 δD 
9 q e F 2 p d 4 L η10 / 3 ! 4 

≃ 1 . 3 × 10 −2 G [ 
ν5 

p , 10 (1 + z) 7 
F 2 p , mJy d 4 L , 28 η10 / 3 

] 
f 2 A R 4 17 δD 

! 4 , (10) 
where we use the convention Q x = Q /10 x (cgs) except for the flux 
density F p,mJy = F p /mJy. The emitting area is measured in units of a 
surface area of a sphere with a radius R , subtending a solid angle of 
π / ! 2 . We define an area-filling factor following BNP13: 
f A ≡ A/ (πR 2 / ! 2 ) . (11) 
A volume-filling factor is also defined by measuring the emitting 
volume in units of a typical volume of a relativistic shell, i.e. a shell 
with a radius R , width R / ! 2 , and solid angle of π / ! 2 : 
f V = V / (πR 3 / ! 4 ) . (12) 
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֯ Ωʹ͍ͯ͠ࡏہΔͱ͢Δͱɺisotropic equivalent number of
electrons  Ne,iso = (4π/Ω)Ne ͱ༩͑ΒΕΔɻΏ͑ʹ؍ଌ͞Ε
ΔϑϥοΫεిͨ͋ࢠΓͷ์ࣹ Pνp ≃

√
3e3B/mec2 (see Eq.

6.33 of Rybicki & Lightman 1979)Λ͍ͪͯ

Fp =
Pνp Ne,iso

4πd2
L
=

√
3e3BNe(1 + z)
Ωd2

Lmec2 , (B39)

ͱͳΔɻ14·ͨ SSA͕ޮ͘पྖҬͰ

Fν,BB = πB′
ν′

(
R
dL

)2
= (1 + z)3 2ν2kBT

c2
πR2

d2
L

(B40)

≃ (1 + z)32ν2meγe
πR2

d2
L
, (B41)

ͱͳΔɻ15͜͜ͰɺҰߦ͔Βೋߦʹ͔͚ͯ kBT = γemec2 Λ
༻͍ͨɻ͜ΕҎԼͰઆ໌͢ΔΑ͏ʹ νm ͱ νa ͷେখؔʹΑ
ΒͣৗʹΓཱͭࣜͰ͋Δɻޙ࠷ʹϐʔΫϑϥοΫε νm or νa
ͱͳΔ͕ɺ

η ≡
{
νm/νa : νa < νm ,
1 : νa > νm ,

(B42)

Λ༻͍ͯ νa ͰͷϑϥοΫεͱ

Fνa,BB = Fpη−1/3 , (B43)

ͱॻ͚Δɻཧ༝·ͩͪΌΜͱௐ͍ͯͳ͍͕ɺӈลʹ additional
ͳ factor 3͕ͭ͘ɻνa ͰͷϑϥοΫε Eq (B41)ͱ ηΛ༻͍ͯ

Fνa,BB =

{
(1 + z)32ν2pmeγe( fAπR2/d2

L)η
−2 : νa < νm ,

(1 + z)32ν2pmeγe( fAπR2/d2
L) : νa > νm ,

(B44)

= (1 + z)32ν2pmeγe( fAπR2/d2
L)η

−2 , (B45)

ͱͳΔɻ͜͜Ͱ์ࣹମͷࣹӨ͕ԁ͔ΒͣΕΔ߹Λྀͦͯ͠ߟ
ͷζϨΛ fAΛಋೖͨ͠ɻશͳΔٿମͰ؍ଌऀ͔Β πR2ʹݟ
͑ΔͷͰͪΖΜ fA = 1Ͱ͋Δɻ16Ҏ্ΑΓɺEqs. (B38), (B39),
(B43), and (B45)Λ༻͍Δ͜ͱͰ

γe =
3Fpd2

Lη
5/3

2πν2p (1 + z)3me fAR2 (B46)

≃ 5.24 × 102 Fp,mJyd2
L,28ν

−2
p,10(1 + z)−3η5/3 f −1

A R−2
17 , (B47)

Ne =
9cF3

p d6
Lη

10/3

8
√

3π2e2m2
e ν

5
p (1 + z)8 f 2

AR4
(B48)

≃ 1.03 × 1054 F3
p,mJyd6

L,28ν
−5
p,10(1 + z)−8η10/3 f −2

A R−4
17 , (B49)

B =
8π3m3

e cν5p (1 + z)7 f 2
AR4

9eF2
p d4

Lη
10/3 (B50)

≃ 1.30 × 10−2 G F−2
p,mJyd−4

L,28ν
5
p,10(1 + z)7η−10/3 f 2

AR4
17 , (B51)

14 ΔͷͰ͍ͯ͑ߟจͰ૬ରతΞτϑϩʔΛݪ Ω = π/Γ2 ͱ͠
͍ͯΔɻΑͬͯඇ૬ରతݶۃͰ Γ→ 1Ͱ Ω→ π ͱͳΔͷͰ༨
ͳҼࢠ 4 ͕ඞཁʹͳΔɻ
15 Several remarks: ॳͷࣜRybicki࠷(1) & Lightman (1979)ͷ Eq. (1.13)
Ͱ͋Δ͕ɺӉతʹਖ਼͍͠ͷ͔Α͘Θ͔ΒΜ (dA = dL/(1+z)2͔ͱͬࢥ
͕ͨҧ͏ͷ͔)ɻ(2) ͷ߸Ͱ࣍ intensity ͷมଇ: Iν = (ν/ν′)3I ′ν′
Λ༻͍ͨɻ͜Εਖ਼͍͠ͷ͔Α͘Θ͔ΒΜɻ(3) จͰཱମ֯ݱ Ω ͔
Βͷ์ࣹͳͷͰ A = fAΩR2 ͱ͍ͯ͠Δɻ͜ͷࡍɺ࠷ॳͷϑϥοΫεͷ
ࣜͱزԿֶ͕ҟͳΔͷͰΑ͘Θ͔ΒΜɻ͜ΕΒ͕ͩɺࠓ์ஔ͠
͓ͯ͘ɻ
16 ͜Εͱཱମ֯ͷؔ Ω Λఆٛ͢Δͷ͔ͳΓ͍͠ɻ

ͱܘͷؔͱͯ͠ٻΊΒΕΔɻ͜͜ͰɺݪจͱදݱΛҰக
ͤ͞ΔͨΊʹ Eq. (B39) Ͱ Ω = π ͱͨ͠ɻ͜ΕΑΓɺిࢠͱ࣓
ͷΤωϧΪʔ͕

Ee = Nemec2γe =
27c3F4

p d8
Lη

5

16
√

3π3e2m2
e ν

7
p (1 + z)11 f 3

AR6
(B52)

≃ 4.44 × 1050 erg F4
p,mJyd8

L,28ν
−7
p,10(1 + z)−11η5 f −3

A R−6
17 , (B53)

EB =
B2

8π π fVR3 =
8π5m6

e c2ν10
p (1 + z)14 f 4

A(π fV)R11

81e2F4
p d8

Lη
20/3 (B54)

≃ 6.75 × 1045 erg F−4
p,mJyd−8

L,28ν
10
p,10(1 + z)14η−20/3 f 4

AR11
17(π fV) ,

(B55)

ͱͳΔɻ͜͜Ͱ์ࣹମͷମੵΛ π fVR3 ͱఆٛͨ͠ɻ์ࣹମͷཱ
ମ֯Λ Ωͱ͢Δ߹ɺ fV = Ω/(3π)ͷؔʹ͋Δɻٿମͷ߹
 Ω = 4π and fV = 4/3Ͱ͋Δɻ
ͯ͞ɺ์ࣹʹؔΘΔిࢠͱ࣓ͷΤωϧΪʔͦΕͧΕ Rͷ

গɺ૿ՃؔͰ͋Γɺͦͷґଘੑͱͯେ͖͍͜ͱ͕Θ͔ݮ
ΔɻΑͬͯɺ͜ΕΒͷ͕࠷খʹͳΔ࣮ݱ͕ܘతͳܘͷ
Λ༩͑Δͱ͑ߟΔɻࡶͳࢉܭͷޙʹ

E = Ee + EB = Eeq

[
11
17

(
R

Req

)−6
+

6
17

(
R

Req

)11]
, (B56)

Req =
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√
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A(π fV)

)1/17
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≃ 1.85 × 1017 cm F
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16
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17 η
35
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A (π fV)−
1
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Eeq =
( 1717c45m14

e F20
p d40

L η
15(π fV)6

232 · 32 · 1111√3π3e34ν17
p (1 + z)37 f 9

A
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≃ 1.69 × 1049 erg F
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p,mJyd
40
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L,28ν
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p,10(1 + z)− 37

17 η
15
17 f
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A (π fV)
6
17 ,

(B60)

ͱٻΊΒΕΔɻલઅͷChevalier (1998)ͷํ๏ͱ͜ͷ͕ҧ͏͜
ͱʹҙ͢ΔɻChevalierͷํ๏Ͱ equipartitionΛԾఆͯ͠৽ͨ
ͳύϥϝʔλ εe and εBΛಋೖ͍ͯ͠Δ͕ɺ͜ ͜ͰΤωϧΪʔ࠷
খͱ͍͏݅Λ༻͍ͯܘΛಋग़͍ͯ͠Δɻ͔͠͠ɺ͜ͷ͕݅
ຬͨ͞ΕΔͱ͖ͷిࢠͱ࣓ͷΤωϧΪʔͷൺ EB/Ee = 6/11
ͱͳ͓ͬͯΓɺ͜Ε Eq. (B29)ʹ͓͍ͯ εB/εe = 6/11ͱ༩͑
͍ͯΔ͜ͱͱՁͰ͋Δɻ
ΤωϧΪʔ͕࠷খʹͳ͍ͬͯͳ͍߹ (εB/εe ! 6/11)ͷܘ

ͱΤωϧΪʔͷੵݟΓ࣍ͷΑ͏ʹม͞ߋΕΔɻҙͷ εB and
εe ʹରͯ͠ରԠ͢Δܘ εB/εe = EB/Ee = 6

11 (R/Req)17 ͔Β

R = ε
1
17 Req where ε ≡ 11εB/6εe,ͱ͔ۇʹม͞ߋΕΔɻҰํͰର

Ԡ͢ΔΤωϧΪʔ E = Eeq
( 11
17ε

− 6
17 + 6

17ε
11
17
)
ͱ૿Ճ͢Δɻ

͜͜·ͰϑϥοΫεͷϐʔΫΛ୲͏ిࢠͷΤωϧΪʔ Ee ʹ
͍͕ؔͯٞͯͨ͠͠ɺ૬ରతిࢠશମͷΤωϧΪʔҟͳΔ
߹͕͋Γ (νa > νm)ɺࢉܭΛิਖ਼͢Δඞཁ͕͋Δɻ૬ରతిࢠ
ͷ΄ͱΜͲͷΤωϧΪʔ νmʹରԠ͢Δి͕ࢠ୲͏ͷͰ νp = νm
ͷ߹ิਖ਼ඞཁͳ͍͕ɺνp = νa ͷ߹ (γm/γe)2−p ͷิ
ਖ਼߲Λ Ee ʹ͔͚ͨͷ͕૬ରతిࢠͷશΤωϧΪʔͰ͋Δɻ
Αͬͯ͜ͷిࢠΤωϧΪʔΛ࠷ྀͯ͠ߟখԽ͢Δඞཁ͕͋Δɻݪ
จͰిࢠΤωϧΪʔʹՃ͞ΕΔ ∝ R2(2−p)ͷґଘੑΛແࢹ
͠ɺequipartitionܘͰґવͱͯ͠ EB/Ee = 6/11ཱ͕͢Δ
ͱͯ͠ Req (Eq. 27) and Eeq (Eq. 28)ΛٻΊ͍ͯΔɻ͜ͷՃ͞
ΕΔ RґଘੑΛແͨ͠ࢹॲํҎԼͰݟΔΑ͏ʹ͔ͳΓਖ਼֬ͳ
Λ༩͍͑ͯΔɻ࣮ࡍʹΤωϧΪʔ͕࠷খΛͱΔͱ͖Τωϧ
Ϊʔͷൺ EB/Ee = 6

11 (
3

p+1 )ͱͳ͓ͬͯΓɺܘͱΤωϧΪʔ
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֯ Ωʹ͍ͯ͠ࡏہΔͱ͢Δͱɺisotropic equivalent number of
electrons  Ne,iso = (4π/Ω)Ne ͱ༩͑ΒΕΔɻΏ͑ʹ؍ଌ͞Ε
ΔϑϥοΫεిͨ͋ࢠΓͷ์ࣹ Pνp ≃

√
3e3B/mec2 (see Eq.

6.33 of Rybicki & Lightman 1979)Λ͍ͪͯ

Fp =
Pνp Ne,iso

4πd2
L
=

√
3e3BNe(1 + z)
Ωd2

Lmec2 , (B39)

ͱͳΔɻ14·ͨ SSA͕ޮ͘पྖҬͰ

Fν,BB = πB′
ν′

(
R
dL

)2
= (1 + z)3 2ν2kBT

c2
πR2

d2
L

(B40)

≃ (1 + z)32ν2meγe
πR2

d2
L
, (B41)

ͱͳΔɻ15͜͜ͰɺҰߦ͔Βೋߦʹ͔͚ͯ kBT = γemec2 Λ
༻͍ͨɻ͜ΕҎԼͰઆ໌͢ΔΑ͏ʹ νm ͱ νa ͷେখؔʹΑ
ΒͣৗʹΓཱͭࣜͰ͋Δɻޙ࠷ʹϐʔΫϑϥοΫε νm or νa
ͱͳΔ͕ɺ

η ≡
{
νm/νa : νa < νm ,
1 : νa > νm ,

(B42)

Λ༻͍ͯ νa ͰͷϑϥοΫεͱ

Fνa,BB = Fpη−1/3 , (B43)

ͱॻ͚Δɻཧ༝·ͩͪΌΜͱௐ͍ͯͳ͍͕ɺӈลʹ additional
ͳ factor 3͕ͭ͘ɻνa ͰͷϑϥοΫε Eq (B41)ͱ ηΛ༻͍ͯ

Fνa,BB =

{
(1 + z)32ν2pmeγe( fAπR2/d2

L)η
−2 : νa < νm ,

(1 + z)32ν2pmeγe( fAπR2/d2
L) : νa > νm ,

(B44)

= (1 + z)32ν2pmeγe( fAπR2/d2
L)η

−2 , (B45)

ͱͳΔɻ͜͜Ͱ์ࣹମͷࣹӨ͕ԁ͔ΒͣΕΔ߹Λྀͦͯ͠ߟ
ͷζϨΛ fAΛಋೖͨ͠ɻશͳΔٿମͰ؍ଌऀ͔Β πR2ʹݟ
͑ΔͷͰͪΖΜ fA = 1Ͱ͋Δɻ16Ҏ্ΑΓɺEqs. (B38), (B39),
(B43), and (B45)Λ༻͍Δ͜ͱͰ

γe =
3Fpd2

Lη
5/3

2πν2p (1 + z)3me fAR2 (B46)

≃ 5.24 × 102 Fp,mJyd2
L,28ν

−2
p,10(1 + z)−3η5/3 f −1

A R−2
17 , (B47)

Ne =
9cF3

p d6
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8
√
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e ν
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≃ 1.03 × 1054 F3
p,mJyd6
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p,10(1 + z)−8η10/3 f −2

A R−4
17 , (B49)

B =
8π3m3

e cν5p (1 + z)7 f 2
AR4

9eF2
p d4

Lη
10/3 (B50)

≃ 1.30 × 10−2 G F−2
p,mJyd−4

L,28ν
5
p,10(1 + z)7η−10/3 f 2

AR4
17 , (B51)

14 ΔͷͰ͍ͯ͑ߟจͰ૬ରతΞτϑϩʔΛݪ Ω = π/Γ2 ͱ͠
͍ͯΔɻΑͬͯඇ૬ରతݶۃͰ Γ→ 1Ͱ Ω→ π ͱͳΔͷͰ༨
ͳҼࢠ 4 ͕ඞཁʹͳΔɻ
15 Several remarks: ॳͷࣜRybicki࠷(1) & Lightman (1979)ͷ Eq. (1.13)
Ͱ͋Δ͕ɺӉతʹਖ਼͍͠ͷ͔Α͘Θ͔ΒΜ (dA = dL/(1+z)2͔ͱͬࢥ
͕ͨҧ͏ͷ͔)ɻ(2) ͷ߸Ͱ࣍ intensity ͷมଇ: Iν = (ν/ν′)3I ′ν′
Λ༻͍ͨɻ͜Εਖ਼͍͠ͷ͔Α͘Θ͔ΒΜɻ(3) จͰཱମ֯ݱ Ω ͔
Βͷ์ࣹͳͷͰ A = fAΩR2 ͱ͍ͯ͠Δɻ͜ͷࡍɺ࠷ॳͷϑϥοΫεͷ
ࣜͱزԿֶ͕ҟͳΔͷͰΑ͘Θ͔ΒΜɻ͜ΕΒ͕ͩɺࠓ์ஔ͠
͓ͯ͘ɻ
16 ͜Εͱཱମ֯ͷؔ Ω Λఆٛ͢Δͷ͔ͳΓ͍͠ɻ

ͱܘͷؔͱͯ͠ٻΊΒΕΔɻ͜͜ͰɺݪจͱදݱΛҰக
ͤ͞ΔͨΊʹ Eq. (B39) Ͱ Ω = π ͱͨ͠ɻ͜ΕΑΓɺిࢠͱ࣓
ͷΤωϧΪʔ͕

Ee = Nemec2γe =
27c3F4

p d8
Lη

5

16
√
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e ν

7
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≃ 4.44 × 1050 erg F4
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17 , (B53)

EB =
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e c2ν10
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A(π fV)R11
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≃ 6.75 × 1045 erg F−4
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AR11
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ͱͳΔɻ͜͜Ͱ์ࣹମͷମੵΛ π fVR3 ͱఆٛͨ͠ɻ์ࣹମͷཱ
ମ֯Λ Ωͱ͢Δ߹ɺ fV = Ω/(3π)ͷؔʹ͋Δɻٿମͷ߹
 Ω = 4π and fV = 4/3Ͱ͋Δɻ
ͯ͞ɺ์ࣹʹؔΘΔిࢠͱ࣓ͷΤωϧΪʔͦΕͧΕ Rͷ
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≃ 1.69 × 1049 erg F
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p,10(1 + z)− 37

17 η
15
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A (π fV)
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(B60)

ͱٻΊΒΕΔɻલઅͷChevalier (1998)ͷํ๏ͱ͜ͷ͕ҧ͏͜
ͱʹҙ͢ΔɻChevalierͷํ๏Ͱ equipartitionΛԾఆͯ͠৽ͨ
ͳύϥϝʔλ εe and εBΛಋೖ͍ͯ͠Δ͕ɺ͜ ͜ͰΤωϧΪʔ࠷
খͱ͍͏݅Λ༻͍ͯܘΛಋग़͍ͯ͠Δɻ͔͠͠ɺ͜ͷ͕݅
ຬͨ͞ΕΔͱ͖ͷిࢠͱ࣓ͷΤωϧΪʔͷൺ EB/Ee = 6/11
ͱͳ͓ͬͯΓɺ͜Ε Eq. (B29)ʹ͓͍ͯ εB/εe = 6/11ͱ༩͑
͍ͯΔ͜ͱͱՁͰ͋Δɻ
ΤωϧΪʔ͕࠷খʹͳ͍ͬͯͳ͍߹ (εB/εe ! 6/11)ͷܘ

ͱΤωϧΪʔͷੵݟΓ࣍ͷΑ͏ʹม͞ߋΕΔɻҙͷ εB and
εe ʹରͯ͠ରԠ͢Δܘ εB/εe = EB/Ee = 6

11 (R/Req)17 ͔Β

R = ε
1
17 Req where ε ≡ 11εB/6εe,ͱ͔ۇʹม͞ߋΕΔɻҰํͰର

Ԡ͢ΔΤωϧΪʔ E = Eeq
( 11
17ε

− 6
17 + 6

17ε
11
17
)
ͱ૿Ճ͢Δɻ

͜͜·ͰϑϥοΫεͷϐʔΫΛ୲͏ిࢠͷΤωϧΪʔ Ee ʹ
͍͕ؔͯٞͯͨ͠͠ɺ૬ରతిࢠશମͷΤωϧΪʔҟͳΔ
߹͕͋Γ (νa > νm)ɺࢉܭΛิਖ਼͢Δඞཁ͕͋Δɻ૬ରతిࢠ
ͷ΄ͱΜͲͷΤωϧΪʔ νmʹରԠ͢Δి͕ࢠ୲͏ͷͰ νp = νm
ͷ߹ิਖ਼ඞཁͳ͍͕ɺνp = νa ͷ߹ (γm/γe)2−p ͷิ
ਖ਼߲Λ Ee ʹ͔͚ͨͷ͕૬ରతిࢠͷશΤωϧΪʔͰ͋Δɻ
Αͬͯ͜ͷిࢠΤωϧΪʔΛ࠷ྀͯ͠ߟখԽ͢Δඞཁ͕͋Δɻݪ
จͰిࢠΤωϧΪʔʹՃ͞ΕΔ ∝ R2(2−p)ͷґଘੑΛແࢹ
͠ɺequipartitionܘͰґવͱͯ͠ EB/Ee = 6/11ཱ͕͢Δ
ͱͯ͠ Req (Eq. 27) and Eeq (Eq. 28)ΛٻΊ͍ͯΔɻ͜ͷՃ͞
ΕΔ RґଘੑΛແͨ͠ࢹॲํҎԼͰݟΔΑ͏ʹ͔ͳΓਖ਼֬ͳ
Λ༩͍͑ͯΔɻ࣮ࡍʹΤωϧΪʔ͕࠷খΛͱΔͱ͖Τωϧ
Ϊʔͷൺ EB/Ee = 6
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֯ Ωʹ͍ͯ͠ࡏہΔͱ͢Δͱɺisotropic equivalent number of
electrons  Ne,iso = (4π/Ω)Ne ͱ༩͑ΒΕΔɻΏ͑ʹ؍ଌ͞Ε
ΔϑϥοΫεిͨ͋ࢠΓͷ์ࣹ Pνp ≃

√
3e3B/mec2 (see Eq.

6.33 of Rybicki & Lightman 1979)Λ͍ͪͯ

Fp =
Pνp Ne,iso

4πd2
L
=

√
3e3BNe(1 + z)
Ωd2

Lmec2 , (B39)

ͱͳΔɻ14·ͨ SSA͕ޮ͘पྖҬͰ

Fν,BB = πB′
ν′

(
R
dL

)2
= (1 + z)3 2ν2kBT

c2
πR2

d2
L

(B40)

≃ (1 + z)32ν2meγe
πR2

d2
L
, (B41)

ͱͳΔɻ15͜͜ͰɺҰߦ͔Βೋߦʹ͔͚ͯ kBT = γemec2 Λ
༻͍ͨɻ͜ΕҎԼͰઆ໌͢ΔΑ͏ʹ νm ͱ νa ͷେখؔʹΑ
ΒͣৗʹΓཱͭࣜͰ͋Δɻޙ࠷ʹϐʔΫϑϥοΫε νm or νa
ͱͳΔ͕ɺ

η ≡
{
νm/νa : νa < νm ,
1 : νa > νm ,

(B42)

Λ༻͍ͯ νa ͰͷϑϥοΫεͱ

Fνa,BB = Fpη−1/3 , (B43)

ͱॻ͚Δɻཧ༝·ͩͪΌΜͱௐ͍ͯͳ͍͕ɺӈลʹ additional
ͳ factor 3͕ͭ͘ɻνa ͰͷϑϥοΫε Eq (B41)ͱ ηΛ༻͍ͯ

Fνa,BB =

{
(1 + z)32ν2pmeγe( fAπR2/d2

L)η
−2 : νa < νm ,

(1 + z)32ν2pmeγe( fAπR2/d2
L) : νa > νm ,

(B44)

= (1 + z)32ν2pmeγe( fAπR2/d2
L)η

−2 , (B45)

ͱͳΔɻ͜͜Ͱ์ࣹମͷࣹӨ͕ԁ͔ΒͣΕΔ߹Λྀͦͯ͠ߟ
ͷζϨΛ fAΛಋೖͨ͠ɻશͳΔٿମͰ؍ଌऀ͔Β πR2ʹݟ
͑ΔͷͰͪΖΜ fA = 1Ͱ͋Δɻ16Ҏ্ΑΓɺEqs. (B38), (B39),
(B43), and (B45)Λ༻͍Δ͜ͱͰ

γe =
3Fpd2

Lη
5/3

2πν2p (1 + z)3me fAR2 (B46)

≃ 5.24 × 102 Fp,mJyd2
L,28ν

−2
p,10(1 + z)−3η5/3 f −1

A R−2
17 , (B47)

Ne =
9cF3

p d6
Lη

10/3

8
√

3π2e2m2
e ν

5
p (1 + z)8 f 2

AR4
(B48)

≃ 1.03 × 1054 F3
p,mJyd6

L,28ν
−5
p,10(1 + z)−8η10/3 f −2

A R−4
17 , (B49)

B =
8π3m3

e cν5p (1 + z)7 f 2
AR4

9eF2
p d4

Lη
10/3 (B50)

≃ 1.30 × 10−2 G F−2
p,mJyd−4

L,28ν
5
p,10(1 + z)7η−10/3 f 2

AR4
17 , (B51)

14 ΔͷͰ͍ͯ͑ߟจͰ૬ରతΞτϑϩʔΛݪ Ω = π/Γ2 ͱ͠
͍ͯΔɻΑͬͯඇ૬ରతݶۃͰ Γ→ 1Ͱ Ω→ π ͱͳΔͷͰ༨
ͳҼࢠ 4 ͕ඞཁʹͳΔɻ
15 Several remarks: ॳͷࣜRybicki࠷(1) & Lightman (1979)ͷ Eq. (1.13)
Ͱ͋Δ͕ɺӉతʹਖ਼͍͠ͷ͔Α͘Θ͔ΒΜ (dA = dL/(1+z)2͔ͱͬࢥ
͕ͨҧ͏ͷ͔)ɻ(2) ͷ߸Ͱ࣍ intensity ͷมଇ: Iν = (ν/ν′)3I ′ν′
Λ༻͍ͨɻ͜Εਖ਼͍͠ͷ͔Α͘Θ͔ΒΜɻ(3) จͰཱମ֯ݱ Ω ͔
Βͷ์ࣹͳͷͰ A = fAΩR2 ͱ͍ͯ͠Δɻ͜ͷࡍɺ࠷ॳͷϑϥοΫεͷ
ࣜͱزԿֶ͕ҟͳΔͷͰΑ͘Θ͔ΒΜɻ͜ΕΒ͕ͩɺࠓ์ஔ͠
͓ͯ͘ɻ
16 ͜Εͱཱମ֯ͷؔ Ω Λఆٛ͢Δͷ͔ͳΓ͍͠ɻ

ͱܘͷؔͱͯ͠ٻΊΒΕΔɻ͜͜ͰɺݪจͱදݱΛҰக
ͤ͞ΔͨΊʹ Eq. (B39) Ͱ Ω = π ͱͨ͠ɻ͜ΕΑΓɺిࢠͱ࣓
ͷΤωϧΪʔ͕

Ee = Nemec2γe =
27c3F4

p d8
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5
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√

3π3e2m2
e ν

7
p (1 + z)11 f 3
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(B52)

≃ 4.44 × 1050 erg F4
p,mJyd8
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−7
p,10(1 + z)−11η5 f −3
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17 , (B53)

EB =
B2

8π π fVR3 =
8π5m6

e c2ν10
p (1 + z)14 f 4

A(π fV)R11
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20/3 (B54)

≃ 6.75 × 1045 erg F−4
p,mJyd−8

L,28ν
10
p,10(1 + z)14η−20/3 f 4

AR11
17(π fV) ,

(B55)

ͱͳΔɻ͜͜Ͱ์ࣹମͷମੵΛ π fVR3 ͱఆٛͨ͠ɻ์ࣹମͷཱ
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Table 1. Radio data and results of our equipartition analysis for AT2019dsg. The time ! t is measured since the disco v ery in the observer frame 
(2019 April 9), which is different from that in Cendes et al. 2021 , who set the origin as 10 d before the disco v ery . The equipartition radius, energy , 
Lorentz factor and total number of emitting electrons at νp , and CNM density are calculated by equations (1)–(5). We adopt two (freely coasting and 
decelerating) velocity fits to the time evolution of R eq , and the corresponding density slope k . The spectra of the first two epochs are not of good quality, 
and they are excluded from our analysis. 
! t F p νp R eq E eq γ e N e n (freely coasting) n (decelerating) 
(d) (mJy) (10 GHz) (10 16 cm) (10 48 erg) (10 50 ) (10 3 cm −3 ] (10 3 cm −3 ) 
(42) (0.47 ± 0.09) (1.58 ± 0.36) (0.84 ± 0.21) (0.97 ± 0.44) (59.05 ± 4.73) (0.68 ± 0.24) (36.94 ± 19.67) (34.20 ± 18.21) 
(45) (0.60 ± 0.04) (2.09 ± 0.63) (0.72 ± 0.22) (0.99 ± 0.43) (59.84 ± 4.78) (0.67 ± 0.23) (60.87 ± 39.87) (58.60 ± 38.38) 
50 0.67 ± 0.01 1.82 ± 0.13 0.87 ± 0.07 1.29 ± 0.41 60.20 ± 4.81 0.87 ± 0.15 45.08 ± 13.50 45.97 ± 13.77 
70 0.80 ± 0.06 1.38 ± 0.19 1.25 ± 0.18 2.11 ± 0.75 60.79 ± 4.87 1.40 ± 0.32 24.96 ± 9.59 30.25 ± 11.62 
72 0.65 ± 0.03 1.07 ± 0.07 1.46 ± 0.12 2.12 ± 0.69 60.10 ± 4.80 1.43 ± 0.26 15.74 ± 4.71 19.34 ± 5.79 
120 1.24 ± 0.05 1.02 ± 0.09 2.07 ± 0.21 4.81 ± 1.60 62.25 ± 5.02 3.07 ± 0.59 12.47 ± 4.06 19.48 ± 6.35 
151 0.98 ± 0.04 0.95 ± 0.09 1.98 ± 0.20 3.89 ± 1.29 61.46 ± 4.94 2.53 ± 0.48 11.43 ± 3.71 19.79 ± 6.43 
178 1.22 ± 0.04 0.51 ± 0.05 4.09 ± 0.42 9.42 ± 3.13 62.20 ± 5.01 6.01 ± 1.14 3.14 ± 1.02 5.85 ± 1.91 
290 0.79 ± 0.04 0.35 ± 0.04 4.82 ± 0.60 8.08 ± 2.74 60.75 ± 4.87 5.37 ± 1.10 1.65 ± 0.58 3.80 ± 1.34 
551 0.34 ± 0.04 0.17 ± 0.04 6.76 ± 1.77 6.13 ± 2.59 58.02 ± 4.60 4.40 ± 1.43 0.46 ± 0.26 1.37 ± 0.78 

of Cendes et al. ( 2021 ), who assumed that the outflow is spherical 
( $ = 4 π), and the emitting region is a shell with the width of dR = 
0 . 1 R eq . These assumptions give f A = 1 and f V = 0.36. The other 
parameters are ε e = 0.1, ε B = 0.02, and γ m = 2 (assuming v < 
v DN , which is justified later). The results are shown in Table 1 , which 
are basically consistent with those of Cendes et al. ( 2021 ) except 
for the CNM density; in that estimate, they neglected the correction 
factor ( v / v DN ) 2 . F or the outflow v elocity, we use two (freely coasting 
and decelerating) fits to the time evolution of R eq (see next section). 
We also adopt the density slope k obtained by fitting the calculated 
profile. 
3  RESULTS  O F  T H E  E QU IPA RTITION  
ANALYSIS  
3.1 Launch time of the radio-outflow 
To fit the time evolution of the equipartition radius, we derive the 
velocity and launching time of the radio-emitting outflow (hereafter 
radio-outflow). Fig. 1 depicts the equipartition radius at each obser- 
vation time. Also shown in this figure are the results of Stein et al. 
( 2021 ) and Cendes et al. ( 2021 ). Following Stein et al. ( 2021 ), we 
use the disco v ery date as the origin of time. Note that Cendes et al. 
( 2021 ) set their origin of time 10 d earlier. Since the quality of the 
data at 42 and 45 d after the disco v ery is too poor to determine the 
spectral peak, we do not include these observations in the following 
calculation. The frequency of the peak is also somewhat difficult to 
determine in the data at 551 d, but we include it in analysis with a 
sizable error bar. 

We consider two possible fits to the data. One, which we call 
constant velocity, corresponds to freely coasting outflow: R eq = 
v sh ( ! t − t l ), where ! t and t l are the observation time and outflow- 
launching time, respectively (both are measured since the disco v ery). 
For our chosen equipartition parameters, the best-fitting parameters 
are v sh = 0 . 059 + 0 . 005 

−0 . 005 c ≃ 18000 + 1500 
−1500 km s −1 and t l = −10 + 7 

−9 d; that 
is, the outflow begins before the optical detection (the error represents 
1 σ ). For this fit, the reduced chi-square is χ2 

r ≃ 3 . 1. The second fit 
is a power law that corresponds to a decelerating (or accelerating) 
outflow with R eq = A ( ! t − t l ) α . The best-fitting parameters are 
t l = 12 + 17 

−26 d and α = 0 . 80 + 0 . 22 
−0 . 18 . These parameters imply an outflow 

that is launched around the time of the optical detection, and whose 
speed decelerates very gradually. For this fit, the reduced χ2 

r ≃ 3 . 6. 
Note that the estimate of the launching time t l is independent of the 

Figure 1. (Bottom panel) Equipartition radius at each observation epoch. 
The red and blue curves denote the best-fitting curves of freely coasting 
and decelerating fits, respectively, with key parameters of v sh ≃ 0 . 059 c and 
t l ≃ −10 d (freely coasting) and α = 0.80 and t l = 12 d (decelerating). The 
grey dot highlights the lower quality of the spectrum at 551 d. Also shown 
are the results by Stein et al. 2021 (magenta squares) and Cendes et al. 
2021 (light-blue squares). Stein et al. 2021 assumed a conical outflow, which 
results in larger radii. The orange shaded region shows the peak time of 
optical emission. The inset depicts the best-fitting curves around the time of 
disco v ery defined as ! t = 0. (Top panel) Outflow velocity derived by time 
deri v ati ve of the best fits of R eq . 
equipartition parameters ϵ, ξ , f A , and f V (Krolik et al. 2016 ). Figs 2 
and 3 depict the distribution of reduced χ2 

r for two fits. The quality 
of fit in both cases is similar, and we cannot fa v our one fit o v er the 
other. Ho we ver, the e vidence for deceleration depends entirely on 
the ! t = 551 d observation, which has a large uncertainty. 

Stein et al. ( 2021 ) assumed a conical outflow ( f A = 0.13, f V = 
1.15, ε e = 0.1, and ε B = 10 −3 ) and derived radii somewhat larger 
than ours because of the smaller opening angle. They fitted the data 
up to 178 d and found the best fit for a constant velocity v sh = 0 . 12 c. 
Cendes et al. ( 2021 ) found that the evolution is best fitted by a slowly 
decelerating fit with α = 0.9, i.e. slightly slower deceleration than 
in our power-law fit. The parameters we adopted in our equipartition 
analysis are almost identical to theirs. Ho we v er, the y fix ed the 
launching time at 10 d before the disco v ery by e xtrapolating the 
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Figure 2. Distribution of the reduced chi-square for the freely coasting fit 
of R eq = v( ! t − t l ). The yellow star denotes the best-fitting parameter set of 
v = v sh /ζ ≃ 0 . 04 c ≃ 13 000 km s −1 and t l ≃ −10 d. 

Figure 3. The same as Fig. 2 but for the deceleration fit of R eq ∝ ( ! t − t l ) α . 
The best-fitting parameters are α ≃ 0.80 and t l ≃ 12 d. The light-blue star 
denotes the location of the fit by Cendes et al. 2021 . 
optical light curve to zero flux and assuming that was the launch 
time, while we infer it from a fit to R eq . For our freely coasting fit, 
our fit leads to the same launch time as assumed by Cendes et al. 
( 2021 ), while for the decelerating model, the best-fitting value ≃ 10 d 
after the disco v ery, but with a large uncertainty (see Fig. 3 ). As can 
be seen in Fig. 3 , the result of Cendes et al. ( 2021 ) is within the error 
of both of our estimates. 

The top panel of Fig. 1 depicts the velocity of each model as a 
function of time, deriving it from v sh = dR eq / d ( ! t ). This quantity 
represents the pattern velocity of the emitting region. If the emission 
is due to a shock propagating in the CNM, then this is the speed of the 
shock front. In this case, the actual outflow velocity, v, is somewhat 
smaller than the shock velocity; their ratio is given by the shock jump 
condition (e.g. Landau & Lifshitz 1987 ): ζ ≡ v sh /v = ( ̂  γ + 1) / 2, 
where ˆ γ is the adiabatic index of the shocked material. For ˆ γ = 5 / 3, 
ζ = 4/3. This factor is order unity, but it is important for inferring 
the origin of the outflow. 

Figure 4. CNM density profiles reconstructed from the equipartition anal- 
ysis. Red and blue lines shows the best-fitting power-law functions for the 
freely coasting ( n ∝ R −2.1 ) and decelerating ( n ∝ R −1.6 ) fits for AT2019dsg, 
respectively. Magenta and light-blue squares show the results by Stein 
et al. 2021 (almost o v erlapping our decelerating fit) and Cendes et al. 
2021 , respectiv ely. Profiles of Milk y Way ( n ∝ R −1 , Baganoff et al. 2003 ; 
Gillessen et al. 2019 ) and other TDEs ( n ∝ R −2.5 ) are also presented. 
Black dash–dotted lines show the positions where the enclosed mass of 
M( R) ≃ 4 πm p nR 3 = 10 −4 − 10 −2 M ⊙. 
3.2 The CNM density profile 
Radio observations of TDEs provide possibly the only way to infer 
the CNM density distribution around distant galaxies (Alexander 
et al. 2016 ; Krolik et al. 2016 ). Fig. 4 depicts the profiles re- 
constructed by our equipartition analysis. The two thick coloured 
curves represent the predictions made by our two outflow models 
(note that the estimate of the CNM density depends on the outflow 
velocity, see equation (5). The velocities are derived from the best 
fits of the equipartition radius, v = ζ−1 d R eq /d( ! t ). Fitting the density 
profiles with a power-law function n ∝ R −k , we find the best fits for 
k = 2 . 06 + 0 . 17 

−0 . 16 and 1 . 55 + 0 . 17 
−0 . 16 for the freely coasting and decelerating 

fits, respectively. 
Fig. 4 also depicts the density profiles obtained by Stein et al. 

( 2021 ) and Cendes et al. ( 2021 ). Stein et al. ( 2021 ) derived the density 
of non-thermal electrons as a lower limit of the CNM density. Lacking 
a detailed description of their deri v ation, we cannot compare their 
results to ours. Cendes et al. ( 2021 ) obtained a density profile that is 
about five times smaller than ours. As Cendes et al. ( 2021 ) neglected 
the deep-Newtonian correction factor, their results should have been 
≃ 14 times smaller than ours (with v / v DN ≃ 0.27). Ho we ver, at the 
same time, they divided the total number of electrons by the emitting 
volume, πf V R 3 , and by the shock compression a factor of 4, instead 
of dividing it by the volume swept up by the shock. This somewhat 
compensates the difference, resulting in a density profile five times 
lower than ours. 

The CNM profiles of our Galactic centre and the host galaxies of 
two other radio TDEs, ASASSN-14li (Alexander et al. 2016 ; Krolik 
et al. 2016 ) and CNSS J0019 + 00 (Anderson et al. 2020 ) are also 
shown in Fig. 4 . The latter two are derived by the same procedure 
that we used for AT2019dsg. Their equipartition radii evolve at a 
constant velocity of v sh ≃ 0 . 04 c and the deep-Newtonian correction 
becomes more important for them. The CNM densities in all the TDE 
host galaxies are larger than in Sgr A ∗. The CNM density profile of 
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of the X-ray band. Since our observations probe close to the Wien 
tail of the spectrum, a small temperature decrease due to absorp-
tion would also yield a substantially underestimated blackbody 
radius and luminosity22. The exponential decrease of the flux could 
be caused by cooling of the newly formed TDE accretion disk18 or 
increasing X-ray obscuration.

Radio observations shown in Fig. 2 reveal a third distinct spec-
tral component, namely synchrotron emission from non-thermal 
electrons (see also Extended Data Figs. 4 and 5). We model this 
emission with a conical geometry as expected for outflows (for 
example jets or winds) that are launched from—and collimated 
by—the inner parts of flared accretion disks that emit close to the 
Eddington limit. Given that electrons are typically accelerated with 
much lower efficiency than protons in astrophysical accelerators23, 
we assume that they carry 10% of the energy carried by relativistic 
protons (ϵe = 0.1). We further assume that the magnetic fields carry 
0.1% of the total energy (ϵB = 10−3), as indicated by radio observa-
tions of other TDEs24 and supernovae25. We note that the opening 
angle for the outflow is largely unconstrained. For a half-opening 
angle, ϕ, of 30° we find R = 1.5 × 1016 cm in our first epoch (41 d 
after discovery), increasing to R = 7 × 1016 cm shortly after the 
neutrino detection (177 d after discovery). These radii scale26 as 
R ∝ [1 − cos(ϕ)]−8/19. The implied expansion velocity is roughly 
constant at v=c ¼ _R=c ¼ 0:12 ± 0:01

I
 during the first three epochs, 

with a significant (>3σ) acceleration to v/c = 0.21 ± 0.02 for the last 
epoch. These are the velocities of the synchrotron-emitting region, 
and thus provide a lower limit to the velocity at the base of the out-
flow. Indeed even the hotspots of relativistic jets from active galaxies 
that are frustrated by gas in their host galaxy are typically observed27 
to have subrelativistic expansion velocities of ~0.1 c.

The inferred outflow energy, E, shows a linear increase from 
2.5 × 1049 erg to 2 × 1050 erg (Fig. 2), which would not be expected 
from models of TDE radio emission that involve a single injection 
of energy28,29. The constant increase of energy implies a constant  

injection rate at the base of the outflow of approximately 
2 × 1043 erg s−1. While some scenarios can yield an increase in 
inferred energy from a single energy injection, none of these are 
consistent with the full set of observed properties. First, a single 
ejection with a range of velocities could explain the observed lin-
ear increase of energy with time (the slower ejecta arrive later), but 
is incompatible with the increasing velocity. Second, an increase of 
the efficiency for conversion of Poynting luminosity to relativistic 
particles is unlikely because the target density that is available to 
establish this conversion is decreasing. Finally, an apparent increase 
of the inferred energy due to an increase of solid angle that emits to 
our line of sight is only expected for relativistic outflows that decel-
erate. Instead, for AT2019dsg, the observations suggest the presence 
of a central engine that yields continuous energy injection through 
a coupling of accretion power to the radio emission30, with accelera-
tion in the final radio epoch due to a decrease in the slope of the 
ambient matter density profile.

Neutrino emission from AT2019dsg
With this strong evidence for three distinct emission zones derived 
purely from multiwavelength observations, we consider whether 
this picture is consistent with AT2019dsg being the source of the 
neutrino IC191001A. In particular, neutrino production requires 
protons to be accelerated to sufficiently high energies, and to col-
lide with a suitably abundant target. The detection of a single 
high-energy neutrino implies a mean expectation in the range 
0.05 < Nν,tot < 4.74 at 90% confidence, where Nν,tot is the cumulative 
neutrino expectation for all TDEs that ZTF has observed, while for 
an individual object the expectation will be substantially lower31. 
AT2019dsg emits fbol ≈ 0.16 of the population bolometric energy 
flux, and if we take this as a proxy for neutrino emission we would 
expect 0.008 ≲ Nν ≲ 0.76 for this source.

Radio observations confirm that particle acceleration is indeed 
occurring, and that this continues without decline until the detection 
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Fig. 2 | Synchrotron analysis of AT2019dsg. a, Radio measurements from MeerKAT (1.3!GHz), the Karl G. Jansky Very Large Array (VLA; 2–12!GHz) and 
the Arcminute Microkelvin Imager (AMI; 15.5!GHz) at four epochs with times listed relative to the first optical detection. The coloured lines show samples 
from the posterior distribution of synchrotron spectra fitted to the measurements at each epoch, and the dashed lines trace the best-fit parameters for 
that epoch. The free parameters are the electron power-law index (p!=!2.9!±!0.1) and the host baseline flux density, plus the magnetic field and radius for 
each epoch. b, The energy at each epoch for a conical outflow geometry with an half-opening angle of 30°. The dotted line indicates a linear increase of 
energy. c, The corresponding radius for each epoch, with a dotted line illustrating a linear increase. Error bars represent 1σ intervals.
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Fig. 1 Literature TDE radio observations. To date, nine TDEs have published radio detections: Sw J1644+57,
Sw J2058+05, Sw J1112-82, IGR J12580+0134, ASASSN-14li, XMMSL1 J0740-85, Arp 299-B AT1, CNSS
J0019+00, and AT2019dsg (colored circles; see Table 1 and references therein). Although most of the detected
TDEs were observed at multiple frequencies, for simplicity we show only a single frequency for each event
(8.4 GHz for Arp 299-B AT1 and AT2019dsg, 5 GHz for all others). An additional 23 events have published
upper limits (gray triangles; a key to the labels is given in the first column of Table 2). When a non-detected
TDE was observed at multiple frequencies on the same date, we show only the most constraining limit. All
upper limits are 3σ

to estimate the physical size of the emitting region, the kinetic energy of the outflow, and
other physical properties (the outflow velocity, the ambient density, the average magnetic
field strength, etc.) even if only part of the synchrotron spectrum is observed (preferably
including the peak). The energy thus obtained is a lower bound on the total energy, which
can be much larger if the source is not exactly in equipartition, while the size of the emitting
region is more robust. Multi-frequency radio observations are preferred for this technique,
to constrain the peak frequency and flux density of the radio emission and their temporal
evolution. Calculating the size evolution of the emitting region allows us to infer when the
outflow was launched (assuming that the radio emission traces the leading edge of the out-
flow, as expected for external shock models). This is an important constraint for modeling
TDEs, for which the time of disruption may not be known precisely (e.g. Zauderer et al.
2011, Alexander et al. 2016). For extremely nearby events, the size evolution of the outflow
may also be measured directly using VLBI observations (e.g. Mattila et al. 2018).

3 Radio-Detected TDEs: Probes of Accretion and Outflow Physics

To date, several dozen TDEs have been observed in the radio, revealing a large diversity in
their radio properties (Fig. 1). In particular, a few percent of TDEs are radio loud, exhibiting
luminous radio emission detectable for years post-disruption, while the rest are radio quiet,
with detections or upper limits constraining their radio emission to be orders of magnitude
fainter than the radio-loud events. For the purpose of this review, we define a “radio-loud
TDE” to have a peak radio luminosity νLν > 1040 erg s−1 and a “radio-quiet TDE” to have

Alexander+20
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Table 1. Summary of different ejecta components in TDEs. The blank (“−”) means that the parameter is what we constrain in this work by radio upper limits.

Mass Velocity Kinetic energy Solid angle Mass per solid angle Reference
Mej [M⊙] vin [km s−1] Ekin [erg] ∆Ω [str] Mej/∆Ω [M⊙ str−1]

Unbound debris 0.5 ≃ 7500 2 × 1050 0.1 5 Krolik2016,Yalinewich2019
Disk wind − ∼ 10000 − ∼ 4π − Metzger&Stone2016
Collision induced outflow − ∼ 10000 − ∼ 4π − Lu&Bonnerot2020
Jet (Conical outflow) − − − − −
Relativistic jet

Synchrotron self-absorption frequency is given by (Murase et al.
2014)
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where we used p = 2.5 in the second line.2It should be noted that
we ignored multiple Gamma functions, which is an order of unity.3
This formula holds only for νm < νa. In this case, the synchrotron
spectrum is given by (Piran et al. 2013)
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Note that the flux density for νm < ν < νa has a common dependence
on the parameters for the both phases.

2 ͜ͷࣜͷ ε̄e,−1 ͱ β ͷႈRicci et al. (2021)ͷ Eq. (20)ͱໃ६͢Δ͕ɺ
͜ΕऀޙͰ 25 Ͱͳ͘ γ5
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of 1.01 − 1.06 for p = 2 − 5.

2.1 Observational constraint

From the detection or upper limit, we can constrain parameters. We
consider that the radius is given by R ≃ vt, which holds for most
cases, and the velocity is estimated by another consideration such as
energy conservation. Here the parameters we want to constrain are the
outflow velocity v, ISM density n, and outflow’s solid angle ∆Ω. By
using the observational upper limits, we can constrain combinations
of these parameters. For optically thin and v < vDN case,
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We take the density and velocity as fundamental variables, and
transform above limits to the limits on velocity:
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for optically thin (v < vDN), thin (v > vDN), and thick cases, re-
spectively. We find that there is a critical velocity above which there
is two densities realizing the observed flux. For the deep-Newtonian
case, this velocity and corresponding density are given by equating
optically thin and thick condition:
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Table 1. Summary of different ejecta components in TDEs. The blank (“−”) means that the parameter is what we constrain in this work by radio upper limits.

Mass Velocity Kinetic energy Solid angle Mass per solid angle Reference
Mej [M⊙] vin [km s−1] Ekin [erg] ∆Ω [str] Mej/∆Ω [M⊙ str−1]

Unbound debris 0.5 ≃ 7500 2 × 1050 0.1 5 Krolik2016,Yalinewich2019
Disk wind − ∼ 10000 − ∼ 4π − Metzger&Stone2016
Collision induced outflow − ∼ 10000 − ∼ 4π − Lu&Bonnerot2020
Jet (Conical outflow) − − − − −
Relativistic jet

Synchrotron self-absorption frequency is given by (Murase et al.
2014)
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where we used p = 2.5 in the second line.2It should be noted that
we ignored multiple Gamma functions, which is an order of unity.3
This formula holds only for νm < νa. In this case, the synchrotron
spectrum is given by (Piran et al. 2013)

Fν =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Fνm (νa/νm)
1−p

2 (νm/νa)5/2(ν/νm)2 : ν < νm ,
Fνm (νa/νm)

1−p
2 (ν/νa)5/2 : νm < ν < νa ,

Fνm (ν/νm)
1−p

2 : νa < ν .

(8)

In particular, νa is always larger than νm for relevant parameter
values. Thus we concentrate on the regimes of νm < ν < νa or
νa < ν, where the spectrum peaks at νa with

Fνa = Fνm (νa/νm)
1−p

2 (9)

≃

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

7.49 × 10−3 µJy ε̄
5

p+4
e,−1ε

2p+3
2(p+4)
B,−1

n
2p+13
2(p+4)
0 v

2p+13
p+4

9 R
2p+13
p+4

17
(∆Ω

4π
)
d−2

L,27 : v < vDN ,

6.30 µJy ε̄
5(p−1)
p+4

e,−1 ε
2p+3

2(p+4)
B,−1

n
2p+13
2(p+4)
0 v

12p−7
p+4

10 R
2p+13
p+4

17
(∆Ω

4π
)
d−2

L,27 : vDN < v ,

Fν>νa = Fνa (ν/νa)
1−p

2 (10)

≃

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2.18 × 10−4 µJy ε̄e,−1ε
p+1

4
B,−1

n
p+5

4
0 v

p+5
2

9 R3
17
(∆Ω

4π
)
ν

1−p
2

GHzd−2
L,27 : v < vDN ,

1.96 µJy ε̄p−1
e,−1ε

p+1
4

B,−1

n
p+5

4
0 v

5p−3
2

10 R3
17
(∆Ω

4π
)
ν

1−p
2

GHzd−2
L,27 : vDN < v ,

Fν<νa = Fνa (ν/νa)
5
2 (11)

≃ 9.82 × 102 µJy ε−1/4
B,−1n−1/4

0 v
−1/2
9 R2

17

(
∆Ω

4π

)
ν5/2GHzd−2

L,27 .

Note that the flux density for νm < ν < νa has a common dependence
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of 1.01 − 1.06 for p = 2 − 5.

2.1 Observational constraint

From the detection or upper limit, we can constrain parameters. We
consider that the radius is given by R ≃ vt, which holds for most
cases, and the velocity is estimated by another consideration such as
energy conservation. Here the parameters we want to constrain are the
outflow velocity v, ISM density n, and outflow’s solid angle ∆Ω. By
using the observational upper limits, we can constrain combinations
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for optically thin (v < vDN), thin (v > vDN), and thick cases, re-
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Figure 1. A schematic picture. A radio-emitting region is moving at a 
Lorentz factor ! whose direction of motion is away from the observer’s 
line of sight, θ . The emitting region has an emitting area A and volume of V . 

The observed quantities are translated from the quantities in the 
rest frame via the relativistic Doppler factor: 
δD = 1 

! ( 1 − β cos θ ) , (1) 
where β ≡

√ 
1 − 1 / ! 2 is the source velocity normalized by the 

speed of light c . Note that for a source moving precisely towards the 
observer ( θ = 0), the Doppler factor becomes δD = 2 !. Ho we ver, 
BNP13 (following Sari, Piran & Narayan 1998 ) approximated it as 
δD ≃ ! to reflect the fact that the average δD is lower than 2 !. 1 In 
this paper, we use an exact value of δD for a given angle to see the 
of f-axis ef fect. This treatment leads to some dif ferences in numerical 
factors between our results at the limit of θ = 0 and those of BNP13. 2 

The observed peak frequency is given by the Doppler-boosted (and 
redshifted) synchrotron frequency: 
νp = δD q e Bγ 2 

e 
2 πm e c(1 + z) , (2) 

where q e is the elementary charge, B is the magnetic field (at the 
source rest frame), γ e is the Lorentz factor of electrons producing 
the radio peak, m e is the electron mass, and z is the redshift to the 
source. 

Two expressions give the peak flux density for optically thin 
and thick regimes (we describe a more detailed deri v ation in 
Appendix A ). In the optically thin regime, 3 the flux density is just 
given by the flux of a single electron with the Lorentz factor γ e 
1 Averaging the Doppler factor over the beaming cone gives ⟨ δD ⟩ = ∫ 1 /! 

0 d θ sin θδD / (1 − cos θ ) ≃ (2 ln 2) ! ≃ 1 . 4 ! for ! ≫ 1 and θ ≪ 1. 
2 The exact differences between our equations and those of BNP13 are 
summarized as follows: equations ( 2 ), ( 3 ), ( 6 ), and ( 10 ) are twice larger 
than corresponding equations (10), (11), (13), and (16) of BNP13 in the limit 
of θ = 0. Equation ( 8 ) is twice smaller than equation (14), equation ( 9 ) is 
four times smaller than equation (15), equation ( 14 ) is eight times smaller 
than equation (17), and equation ( 15 ) is four times larger than equation (18) 
of BNP13. 
3 Throughout this paper, we assume that the emission is produced by non- 
thermal electrons with a power-law energy distribution (d n /d γ ∝ γ −p ) in a 
single zone. Therefore, the spectral index in the optically thin regime should 
be smaller than −0.5 so that the power-law index is p > 2. 

multiplied by the number of emitting electrons N e : 
F p = (1 + z) δ3 

D √ 
3 q 3 e BN e 

4 πd 2 L m e c 2 , (3) 
where d L is the luminosity distance to the source. We estimate the 
peak flux by the self-absorbed spectrum in the optically thick regime. 
There are potentially two cases depending on the ratio between self- 
absorption frequency νa and the characteristic synchrotron frequency 
νm (corresponding to the emitting electrons with the least energy; 
see e.g. Sari et al. 1998 ). In the case of νa > νm , the flux at νm is 
suppressed by self-absorption and the radio flux peaks at νa . The 
peak flux is given by the Rayleigh–Jeans spectrum: 
F p ≃ (1 + z) 3 δD 2 m e γe ν2 

p A 
d 2 L , (4) 

where A is the surface area of the emitting region. In the opposite 
case of νm > νa , the flux peaks at νm which is obtained by extending 
the self-absorbed spectrum: 
F p ≃ (1 + z) 3 δD 2 m e γe ν2 

a A 
d 2 L 

(
νp 
νa 
)1 / 3 

. (5) 
Combining the two cases, the peak flux is given by 
F p = (1 + z) 3 δD 2 m e γe ν2 

p A 
3 d 2 L η1 / 3 , (6) 

η ≡
{

1 ; νa > νm , 
νm /νa ; νa < νm , (7) 

where following BDP13 we introduced a numerical factor 3 in the 
denominator of equation ( 6 ). 

We solve equations ( 2 ), ( 3 ), and ( 6 ) to obtain γ e , N e , and B : 
γe = 3 F p d 2 L η5 / 3 ! 2 

2 πν2 
p (1 + z) 3 m e f A R 2 δD 

≃ 5 . 2 × 10 2 [ 
F p , mJy d 2 L , 28 η5 / 3 
νp , 10 (1 + z) 3 

] 
! 2 

f A R 2 17 δD , (8) 
N e = 9 c F 3 p d 6 L η10 / 3 ! 4 

2 √ 
3 π2 q 2 e m 2 e ν5 

p (1 + z) 8 f 2 A R 4 δ4 
D 

≃ 4 . 1 × 10 54 [ 
F 3 p , mJy d 6 L , 28 η10 / 3 
ν5 

p , 10 (1 + z) 8 
] 

! 4 
f 2 A R 4 17 δ4 

D , (9) 
B = 8 π3 m 3 e cν5 

p (1 + z) 7 f 2 A R 4 δD 
9 q e F 2 p d 4 L η10 / 3 ! 4 

≃ 1 . 3 × 10 −2 G [ 
ν5 

p , 10 (1 + z) 7 
F 2 p , mJy d 4 L , 28 η10 / 3 

] 
f 2 A R 4 17 δD 

! 4 , (10) 
where we use the convention Q x = Q /10 x (cgs) except for the flux 
density F p,mJy = F p /mJy. The emitting area is measured in units of a 
surface area of a sphere with a radius R , subtending a solid angle of 
π / ! 2 . We define an area-filling factor following BNP13: 
f A ≡ A/ (πR 2 / ! 2 ) . (11) 
A volume-filling factor is also defined by measuring the emitting 
volume in units of a typical volume of a relativistic shell, i.e. a shell 
with a radius R , width R / ! 2 , and solid angle of π / ! 2 : 
f V = V / (πR 3 / ! 4 ) . (12) 
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֯ Ωʹ͍ͯ͠ࡏہΔͱ͢Δͱɺisotropic equivalent number of
electrons  Ne,iso = (4π/Ω)Ne ͱ༩͑ΒΕΔɻΏ͑ʹ؍ଌ͞Ε
ΔϑϥοΫεిͨ͋ࢠΓͷ์ࣹ Pνp ≃

√
3e3B/mec2 (see Eq.

6.33 of Rybicki & Lightman 1979)Λ͍ͪͯ

Fp =
Pνp Ne,iso

4πd2
L
=

√
3e3BNe(1 + z)
Ωd2

Lmec2 , (B39)

ͱͳΔɻ14·ͨ SSA͕ޮ͘पྖҬͰ

Fν,BB = πB′
ν′

(
R
dL

)2
= (1 + z)3 2ν2kBT

c2
πR2

d2
L

(B40)

≃ (1 + z)32ν2meγe
πR2

d2
L
, (B41)

ͱͳΔɻ15͜͜ͰɺҰߦ͔Βೋߦʹ͔͚ͯ kBT = γemec2 Λ
༻͍ͨɻ͜ΕҎԼͰઆ໌͢ΔΑ͏ʹ νm ͱ νa ͷେখؔʹΑ
ΒͣৗʹΓཱͭࣜͰ͋Δɻޙ࠷ʹϐʔΫϑϥοΫε νm or νa
ͱͳΔ͕ɺ

η ≡
{
νm/νa : νa < νm ,
1 : νa > νm ,

(B42)

Λ༻͍ͯ νa ͰͷϑϥοΫεͱ

Fνa,BB = Fpη−1/3 , (B43)

ͱॻ͚Δɻཧ༝·ͩͪΌΜͱௐ͍ͯͳ͍͕ɺӈลʹ additional
ͳ factor 3͕ͭ͘ɻνa ͰͷϑϥοΫε Eq (B41)ͱ ηΛ༻͍ͯ

Fνa,BB =

{
(1 + z)32ν2pmeγe( fAπR2/d2

L)η
−2 : νa < νm ,

(1 + z)32ν2pmeγe( fAπR2/d2
L) : νa > νm ,

(B44)

= (1 + z)32ν2pmeγe( fAπR2/d2
L)η

−2 , (B45)

ͱͳΔɻ͜͜Ͱ์ࣹମͷࣹӨ͕ԁ͔ΒͣΕΔ߹Λྀͦͯ͠ߟ
ͷζϨΛ fAΛಋೖͨ͠ɻશͳΔٿମͰ؍ଌऀ͔Β πR2ʹݟ
͑ΔͷͰͪΖΜ fA = 1Ͱ͋Δɻ16Ҏ্ΑΓɺEqs. (B38), (B39),
(B43), and (B45)Λ༻͍Δ͜ͱͰ

γe =
3Fpd2

Lη
5/3

2πν2p (1 + z)3me fAR2 (B46)

≃ 5.24 × 102 Fp,mJyd2
L,28ν

−2
p,10(1 + z)−3η5/3 f −1

A R−2
17 , (B47)

Ne =
9cF3

p d6
Lη

10/3

8
√

3π2e2m2
e ν

5
p (1 + z)8 f 2

AR4
(B48)

≃ 1.03 × 1054 F3
p,mJyd6

L,28ν
−5
p,10(1 + z)−8η10/3 f −2

A R−4
17 , (B49)

B =
8π3m3

e cν5p (1 + z)7 f 2
AR4

9eF2
p d4

Lη
10/3 (B50)

≃ 1.30 × 10−2 G F−2
p,mJyd−4

L,28ν
5
p,10(1 + z)7η−10/3 f 2

AR4
17 , (B51)

14 ΔͷͰ͍ͯ͑ߟจͰ૬ରతΞτϑϩʔΛݪ Ω = π/Γ2 ͱ͠
͍ͯΔɻΑͬͯඇ૬ରతݶۃͰ Γ→ 1Ͱ Ω→ π ͱͳΔͷͰ༨
ͳҼࢠ 4 ͕ඞཁʹͳΔɻ
15 Several remarks: ॳͷࣜRybicki࠷(1) & Lightman (1979)ͷ Eq. (1.13)
Ͱ͋Δ͕ɺӉతʹਖ਼͍͠ͷ͔Α͘Θ͔ΒΜ (dA = dL/(1+z)2͔ͱͬࢥ
͕ͨҧ͏ͷ͔)ɻ(2) ͷ߸Ͱ࣍ intensity ͷมଇ: Iν = (ν/ν′)3I ′ν′
Λ༻͍ͨɻ͜Εਖ਼͍͠ͷ͔Α͘Θ͔ΒΜɻ(3) จͰཱମ֯ݱ Ω ͔
Βͷ์ࣹͳͷͰ A = fAΩR2 ͱ͍ͯ͠Δɻ͜ͷࡍɺ࠷ॳͷϑϥοΫεͷ
ࣜͱزԿֶ͕ҟͳΔͷͰΑ͘Θ͔ΒΜɻ͜ΕΒ͕ͩɺࠓ์ஔ͠
͓ͯ͘ɻ
16 ͜Εͱཱମ֯ͷؔ Ω Λఆٛ͢Δͷ͔ͳΓ͍͠ɻ

ͱܘͷؔͱͯ͠ٻΊΒΕΔɻ͜͜ͰɺݪจͱදݱΛҰக
ͤ͞ΔͨΊʹ Eq. (B39) Ͱ Ω = π ͱͨ͠ɻ͜ΕΑΓɺిࢠͱ࣓
ͷΤωϧΪʔ͕

Ee = Nemec2γe =
27c3F4

p d8
Lη

5

16
√

3π3e2m2
e ν

7
p (1 + z)11 f 3

AR6
(B52)

≃ 4.44 × 1050 erg F4
p,mJyd8

L,28ν
−7
p,10(1 + z)−11η5 f −3

A R−6
17 , (B53)

EB =
B2

8π π fVR3 =
8π5m6

e c2ν10
p (1 + z)14 f 4

A(π fV)R11

81e2F4
p d8

Lη
20/3 (B54)

≃ 6.75 × 1045 erg F−4
p,mJyd−8

L,28ν
10
p,10(1 + z)14η−20/3 f 4

AR11
17(π fV) ,

(B55)

ͱͳΔɻ͜͜Ͱ์ࣹମͷମੵΛ π fVR3 ͱఆٛͨ͠ɻ์ࣹମͷཱ
ମ֯Λ Ωͱ͢Δ߹ɺ fV = Ω/(3π)ͷؔʹ͋Δɻٿମͷ߹
 Ω = 4π and fV = 4/3Ͱ͋Δɻ
ͯ͞ɺ์ࣹʹؔΘΔిࢠͱ࣓ͷΤωϧΪʔͦΕͧΕ Rͷ

গɺ૿ՃؔͰ͋Γɺͦͷґଘੑͱͯେ͖͍͜ͱ͕Θ͔ݮ
ΔɻΑͬͯɺ͜ΕΒͷ͕࠷খʹͳΔ࣮ݱ͕ܘతͳܘͷ
Λ༩͑Δͱ͑ߟΔɻࡶͳࢉܭͷޙʹ

E = Ee + EB = Eeq

[
11
17

(
R

Req

)−6
+

6
17

(
R

Req

)11]
, (B56)

Req =
( 38cF8

p d16
L η

35/3

26 · 11
√

3π8m8
e ν

17
p (1 + z)25 f 7

A(π fV)

)1/17
(B57)

≃ 1.85 × 1017 cm F
8
17

p,mJyd
16
17
L,28ν

−1
p,10(1 + z)− 25

17 η
35
51 f

− 7
17

A (π fV)−
1
17 ,

(B58)

Eeq =
( 1717c45m14

e F20
p d40

L η
15(π fV)6

232 · 32 · 1111√3π3e34ν17
p (1 + z)37 f 9

A

)1/17
(B59)

≃ 1.69 × 1049 erg F
20
17

p,mJyd
40
17
L,28ν

−1
p,10(1 + z)− 37

17 η
15
17 f

− 9
17

A (π fV)
6
17 ,

(B60)

ͱٻΊΒΕΔɻલઅͷChevalier (1998)ͷํ๏ͱ͜ͷ͕ҧ͏͜
ͱʹҙ͢ΔɻChevalierͷํ๏Ͱ equipartitionΛԾఆͯ͠৽ͨ
ͳύϥϝʔλ εe and εBΛಋೖ͍ͯ͠Δ͕ɺ͜ ͜ͰΤωϧΪʔ࠷
খͱ͍͏݅Λ༻͍ͯܘΛಋग़͍ͯ͠Δɻ͔͠͠ɺ͜ͷ͕݅
ຬͨ͞ΕΔͱ͖ͷిࢠͱ࣓ͷΤωϧΪʔͷൺ EB/Ee = 6/11
ͱͳ͓ͬͯΓɺ͜Ε Eq. (B29)ʹ͓͍ͯ εB/εe = 6/11ͱ༩͑
͍ͯΔ͜ͱͱՁͰ͋Δɻ
ΤωϧΪʔ͕࠷খʹͳ͍ͬͯͳ͍߹ (εB/εe ! 6/11)ͷܘ

ͱΤωϧΪʔͷੵݟΓ࣍ͷΑ͏ʹม͞ߋΕΔɻҙͷ εB and
εe ʹରͯ͠ରԠ͢Δܘ εB/εe = EB/Ee = 6

11 (R/Req)17 ͔Β

R = ε
1
17 Req where ε ≡ 11εB/6εe,ͱ͔ۇʹม͞ߋΕΔɻҰํͰର

Ԡ͢ΔΤωϧΪʔ E = Eeq
( 11
17ε

− 6
17 + 6

17ε
11
17
)
ͱ૿Ճ͢Δɻ

͜͜·ͰϑϥοΫεͷϐʔΫΛ୲͏ిࢠͷΤωϧΪʔ Ee ʹ
͍͕ؔͯٞͯͨ͠͠ɺ૬ରతిࢠશମͷΤωϧΪʔҟͳΔ
߹͕͋Γ (νa > νm)ɺࢉܭΛิਖ਼͢Δඞཁ͕͋Δɻ૬ରతిࢠ
ͷ΄ͱΜͲͷΤωϧΪʔ νmʹରԠ͢Δి͕ࢠ୲͏ͷͰ νp = νm
ͷ߹ิਖ਼ඞཁͳ͍͕ɺνp = νa ͷ߹ (γm/γe)2−p ͷิ
ਖ਼߲Λ Ee ʹ͔͚ͨͷ͕૬ରతిࢠͷશΤωϧΪʔͰ͋Δɻ
Αͬͯ͜ͷిࢠΤωϧΪʔΛ࠷ྀͯ͠ߟখԽ͢Δඞཁ͕͋Δɻݪ
จͰిࢠΤωϧΪʔʹՃ͞ΕΔ ∝ R2(2−p)ͷґଘੑΛແࢹ
͠ɺequipartitionܘͰґવͱͯ͠ EB/Ee = 6/11ཱ͕͢Δ
ͱͯ͠ Req (Eq. 27) and Eeq (Eq. 28)ΛٻΊ͍ͯΔɻ͜ͷՃ͞
ΕΔ RґଘੑΛແͨ͠ࢹॲํҎԼͰݟΔΑ͏ʹ͔ͳΓਖ਼֬ͳ
Λ༩͍͑ͯΔɻ࣮ࡍʹΤωϧΪʔ͕࠷খΛͱΔͱ͖Τωϧ
Ϊʔͷൺ EB/Ee = 6

11 (
3

p+1 )ͱͳ͓ͬͯΓɺܘͱΤωϧΪʔ
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֯ Ωʹ͍ͯ͠ࡏہΔͱ͢Δͱɺisotropic equivalent number of
electrons  Ne,iso = (4π/Ω)Ne ͱ༩͑ΒΕΔɻΏ͑ʹ؍ଌ͞Ε
ΔϑϥοΫεిͨ͋ࢠΓͷ์ࣹ Pνp ≃

√
3e3B/mec2 (see Eq.

6.33 of Rybicki & Lightman 1979)Λ͍ͪͯ

Fp =
Pνp Ne,iso

4πd2
L
=

√
3e3BNe(1 + z)
Ωd2

Lmec2 , (B39)
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= (1 + z)3 2ν2kBT

c2
πR2

d2
L

(B40)

≃ (1 + z)32ν2meγe
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d2
L
, (B41)
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༻͍ͨɻ͜ΕҎԼͰઆ໌͢ΔΑ͏ʹ νm ͱ νa ͷେখؔʹΑ
ΒͣৗʹΓཱͭࣜͰ͋Δɻޙ࠷ʹϐʔΫϑϥοΫε νm or νa
ͱͳΔ͕ɺ

η ≡
{
νm/νa : νa < νm ,
1 : νa > νm ,

(B42)

Λ༻͍ͯ νa ͰͷϑϥοΫεͱ

Fνa,BB = Fpη−1/3 , (B43)

ͱॻ͚Δɻཧ༝·ͩͪΌΜͱௐ͍ͯͳ͍͕ɺӈลʹ additional
ͳ factor 3͕ͭ͘ɻνa ͰͷϑϥοΫε Eq (B41)ͱ ηΛ༻͍ͯ

Fνa,BB =

{
(1 + z)32ν2pmeγe( fAπR2/d2

L)η
−2 : νa < νm ,

(1 + z)32ν2pmeγe( fAπR2/d2
L) : νa > νm ,

(B44)

= (1 + z)32ν2pmeγe( fAπR2/d2
L)η

−2 , (B45)

ͱͳΔɻ͜͜Ͱ์ࣹମͷࣹӨ͕ԁ͔ΒͣΕΔ߹Λྀͦͯ͠ߟ
ͷζϨΛ fAΛಋೖͨ͠ɻશͳΔٿମͰ؍ଌऀ͔Β πR2ʹݟ
͑ΔͷͰͪΖΜ fA = 1Ͱ͋Δɻ16Ҏ্ΑΓɺEqs. (B38), (B39),
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֯ Ωʹ͍ͯ͠ࡏہΔͱ͢Δͱɺisotropic equivalent number of
electrons  Ne,iso = (4π/Ω)Ne ͱ༩͑ΒΕΔɻΏ͑ʹ؍ଌ͞Ε
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√
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6.33 of Rybicki & Lightman 1979)Λ͍ͪͯ

Fp =
Pνp Ne,iso

4πd2
L
=

√
3e3BNe(1 + z)
Ωd2
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L
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d2
L
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{
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star approached the supermassive black hole (SMBH) on a nearly para-
bolic trajectory and was ripped apart into a stream of gaseous debris. 
About half of the mass stayed bound to the black hole, underwent 
general-relativistic apsidal precession as the gas fell back towards 
the pericentre, and then produced strong shocks at the self-crossing 
point19. The shocked gas then circularized to form an accretion disk 
around the black hole the rapid spin of which generated a pair of rela-
tivistic jets20. The high X-ray luminosity (Fig. 2a) and flux variability on 
a timescale of tvar ≈ 1 h (refs. 21,22) suggest that the X-rays were generated 
by internal dissipation within the jet at a distance of less than 2tvarΓ2c ≈ 
0.01 pc (tvar/h)(Γ/10)2 from the black hole and that our line of sight was 
within the relativistic beaming cone of the jet, as was also the case for 
Swift J1644+57. Here, Γ ≈ 10 is the jet Lorentz factor (as constrained by 
the radio spectrum, see Methods section ‘Relativistic evolution of the 
radio source’) and c is the speed of light. The jet power of AT2022cmc 
inferred from X-ray observations is consistent with being generated by 
the Penrose–Blandford–Żnajek mechanism in a magnetically arrested 

disk23. Under this mechanism, we infer from the jet power that the SMBH 
is rapidly rotating with a spin parameter a ≳ 0.3 for AT2022cmc and 
a ≳ 0.7 for Swift J1644+57. We conclude that a high spin is probably 
required to launch a relativistic jet.

The optical and ultraviolet observations revealed a fast-fading red 
‘flare’ (approximately 1 d) that transitioned quickly to a slow blue  
‘plateau’, enabling the study of two components generated by the tidal 
disruption: the relativistic jet and the thermal component from bound 
stellar debris accreting onto the black hole. The fast-fading red com-
ponent can be explained as follows. As the jet, which carried 1053 to 
1054 erg of isotropic-equivalent energy, propagated to large distances 
of rdec ≈ 0.2 pc, it was greatly decelerated by driving a forward shock 
into the surrounding gas of hydrogen with number density of the order 
1 cm−3 (see Methods). At the same time, a reverse shock was propagating 
into the jet material, similar to cosmological GRBs24. Electrons were 
accelerated to relativistic speeds by these shocks and then produced 
synchrotron emission at wavelengths of radio/millimetre to X-ray.  

Rest-frame days

L Q
�(e

rg
 s

−1
H

z−1
)

J1644+57 (170 GHz)

18cow (230 GHz)

20xnd (80 GHz)

22cmc (100 GHz)

TDE
LGRB
LLGRB
LFBOT
CC SN

108 1010

1048 2022 Feb 16 (2 d)
2022 Feb 22–23 (5 d)
2022 Mar 09–13 (12 d–14 d)

Q (Hz)

1046

1044

1042

1040

1012 1014

1045

1015

1016 1018

–28c d

a b

A
bs

ol
ut

e 
m

ag
ni

tu
de

 (A
B

)

–26

–24

GRB
LFBOT AT2018cow
AT2022cmc

–22

Rest-frame days

–20

–18

101 102

Rest-frame days since discovery

O
bs

er
ve

d 
0.

3–
10

 k
eV

 is
ot

ro
pi

c 
eq

ui
va

le
nt

 lu
m

in
os

ity
 (e

rg
 s

–1
) Swift J1644+57

Swift J2058+05
LFBOTs
AT2022cmc
GRBs

1041

1042

1043

1044

1045

1046

1047

1048

1031

1033

1027

1029

1025

X-ray best fit absorption corrected

101 102100

10110–1 100

QL
Q�
(e

rg
 s

−1
)

Fig. 2 | AT2022cmc is among the most luminous extragalactic transients 
ever observed. a, Comparison between the X-ray observations of AT2022cmc, 
the jetted TDE candidates Swift J1644+57 and Swift J2058+05, GRBs, and 
luminous fast blue optical transients (LFBOTs). The onset time is here set to the 
first ZTF detection, but its true value is poorly constrained. b, Submillimeter 
Array (SMA) millimetre light curve of AT2022cmc compared to light curves  
of millimetre-bright cosmic explosions at similar frequencies (frequencies 
provided in the rest frame): long-duration γ-ray bursts (LGRBs), low-luminosity 
GRBs (LLGRBs), LFBOTs, core-collapse supernovae (CC SN) and TDEs.  

c, Comparison between the optical light curve of AT2022cmc K-corrected to 
r-band (see Methods section ‘Comparison between AT2022cmc and other 
energetic transients’), the light curves of GRB afterglows, and the light curve  
of the prototypical LFBOT AT2018cow. d, Radio to X-ray spectral energy 
distribution (SED). A change in the shape of the SED is especially evident in the 
optical/UV between 2022 February 16 and March 09–13 (2 days, 5 days, and  
12–14 days in the rest frame from the first detection), suggesting a transition 
between two different emission components.

What can we learn?

Andreoni+22
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Table 2. Model parameters for the synchrotron light curve. 
Parameter Value 
n 17 : density of external medium at 10 17 cm 200 cm −3 
k : power-law slope of radial density profile 1.8 
θ j : jet half-opening angle 0.15 
E j,iso : isotropic jet energy 4 × 10 53 erg 
" 0 : initial Lorentz factor of shocked gas 5 
p : slope of the electron energy distribution 2.9 
ε e : energy fraction of non-thermal electrons 0.2 
ε B : energy fraction of magnetic field 0.002 

Figure 3. Synchrotron light-curve model (lines) fit to the optical/radio data 
(circles) for AT 2022cmc, considering only emission from the FS. The late- 
time r band ( ! 5 d) likely arises from a separate thermal emission component 
unrelated to the FS, similar to that observed in Swift J2058 + 05 and other 
optically selected TDEs. The parameters of the model are given in Table. 2 . 
(e.g. Granot & Sari 2002 ): 
νL ν p= 2 . 6 

≃ 9 . 1 × 10 45 erg s −1 ε p−1 
e , −1 ε p−2 

4 
B , −3 E p+ 2 

4 
j , iso , 53 θ2 

j , −1 
(

" 0 
5 
)2 (

t 
day 

) 2 −3 p 
4 (

1 + z 
2 . 19 

) 4 −p 
2 (

ν

5 × 10 14 Hz 
)− p 

2 
, (7) 

where the numerical values are calculated for p = 2.6 and have 
taken into account the suppression factor ( "θ j ) 2 given the angular 
size of the emitting region πθ2 

j for θ j < 1/ ". The agreement between 
these predictions and the observed optical flux provides a consistency 
check on the FS model. 
3.2 Light-cur v e calculation 
Guided by the preliminary considerations in the previous section, 
we model the light curve of AT 2022cmc assuming the radio and 
early optical emission both originate from the decelerating FS. The 
synchrotron light curve is calculated in the same manner as outlined 
in Bruni et al. ( 2021 ) and Ricci et al. ( 2021 ), but we adopt the 
prescription of Granot & Sari ( 2002 ) to smooth the spectrum and 
introduce the suppression factor ( "θ j ) 2 on the flux to account for the 
finite emitting size of the jet, as mentioned abo v e. The parameters 
of the model are summarized in Table 2 , with several of their values 
already moti v ated by the analysis in the pre vious section. 

Fig. 3 depicts a light-curve model that reasonably reproduces the 
radio and optical data, which we show for comparison with circles. 
The adopted parameter values of this model (Table 2 ) were found 

Figure 4. Optical light curves for AT 2022cmc compared to our synchrotron 
afterglow model. The right vertical axis denotes the luminosity for r band. 
The luminosities at g and i bands are roughly 1.34 and 0.88 times larger than 
the r -band luminosity. 

Figure 5. Radio spectrum of AT 2022cmc at each epoch (times measured 
in the observer frame from Andreoni et al. 2022 ) compared to our model 
predictions. 
heuristically by exploring values around those hinted by the equipar- 
tition analysis, rather than through a systematic parameter scan. Fig. 4 
shows just the optical data, now broken down into separate colours. 
As already mentioned, the light curve is comprised of two parts: 
an early red peak followed by blue plateau (Andreoni et al. 2022 ; 
Pasham et al. 2022 ). In so far as the late plateau ( ! 5 d) is better 
described as thermal emission of temperature ≃ (2 − 4) × 10 4 K 
similar to optical TDEs (van Velzen et al. 2021 ; Hammerstein et al. 
2023 ), we ignore this component and focus on fitting just the early 
peak phase. 

Figs 5 and 6 sho w, respecti vely, the radio spectrum of the model 
and the data at each epoch and the time evolution of key synchrotron 
break frequencies. Although our fa v oured model largely agrees with 
the observations (within a factor of a few) at most epochs, there is 
a noticeable discrepancy in the late-time spectrum near day 45.3. 
Around ∼100 GHz, our theoretical spectrum underestimates the 
observed flux by a factor of 3–4. We speculate that this excess 
could reflect additional contributions to the observed emission from 
different angular portions of the jet FS not captured by our one-zone 
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nondetection at 705 days to a peak at about 1250 days. This
corresponds to a steep power-law rise (Fν∝ tα) with α 4.8.
Similarly, at the C band (5–7 GHz) we find a steady rise from
about 1.4 mJy (972 days) to 7.8 mJy (1296 days) corresp-
onding to α≈ 6. A similarly steep rise is observed up to
240 GHz. Such a steep rise occurring across a large spectral
range is not expected in any model of delayed emission due to
an off-axis viewing angle, a decelerating outflow, or a rapid
increase in the ambient density (e.g., Nakar & Piran 2011; see
Section 5). Instead, the inferred steep power-law rise indicates
that the launch time of the outflow actually occurred much later
than the time of optical discovery; for example, to achieve a
power-law rise of t3, as expected for a decelerating outflow in a
uniform density medium, requires a delay launch of ∼600 days
after optical discovery.

We note that at frequencies of 3 GHz, our latest
observation indicates divergent behavior relative to the higher
frequencies, with a pronounced decline in the flux density. For
example, in the L band (1.4 GHz) we find a rapid decline from
8.7 to 5.3 mJy in the span of only 31 days (1251 to 1282 days).
This differential behavior is due to rapid evolution in the shape
of the spectral energy distribution (see Section 4.2).

In Figure 2 we show the radio light curve of AT2018hyz in
the context of previous radio-emitting TDEs. The radio
luminosity of AT2018hyz rapidly increases from 7×
1037 erg s−1 at ≈700 days to ≈2× 1039 erg s−1 at ≈1300 days,
making it more luminous than any previous nonrelativistic
TDE. The rapid rise in AT2018hyz is even steeper than the
second rising phase of ASASSN-15oi (see Figure 2; Horesh
et al. 2021a), although the light curve of the latter contains only
two data points (at 550 and 1400 days), and its actual rise may

be steeper and comparable to AT2018hyz. We also note that
due to the wide gap in the radio coverage of AT2018hyz
between about 80 and 700 days, as well as the relatively
shallower early radio limits compared to ASASSN-15oi, it is
possible to “hide” an initial bump in the light curve as seen in
ASASSN-15oi at ≈180–550 days (Figure 2); indeed, it is even
possible that AT2018hyz had early radio emission comparable
to that of AT2019dsg (Cendes et al. 2021a; Figure 2), which
had a nearly identical radio peak luminosity and timescale to
ASASSN-15oi, but a more gradual and earlier rise.
Finally, we note that the radio emission from AT2018hyz is

still about a factor of 20 times dimmer than that of Sw J1644+57
at a comparable timescale (1300 days), and that AT2018hyz is
about 80 times dimmer than Sw J1644+57 at its peak luminosity
(Figure 2). As the powerful outflow in Sw J1644+57, with an
energy of ≈1052 erg became nonrelativistic at ≈700 days
(Eftekhari et al. 2018), this again argues against an off-axis jet
interpretation for the less luminous (and hence less energetic)
radio emission in AT2018hyz; namely, in such a scenario the
radio emission would have peaked significantly earlier and with
a much higher luminosity.
In the subsequent sections we model the radio spectral

energy distributions (SEDs) to extract the physical properties of
the outflow and ambient medium, as well as their time
evolution, and show that these confirm our basic arguments for
a delayed outflow.

4. Modeling and Analysis

4.1. Modeling of the Radio Spectral Energy Distributions

The radio/millimeter SEDs, shown in Figure 3, exhibit a
power-law shape with a turnover and peak at ≈1.5 GHz
through 1251 days. At 1282 days, however, the peak of the

Figure 1. Luminosity light curve over time of AT2018hyz in several frequency
bands, including early upper limits (triangles) and the late-time detections
starting at about 970 days (circles). While the source is rising in all frequencies
during the first radio detections, we find the source has begun to fade in the L
band (1.4 GHz, yellow) and the S band (3.0 GHz, green) after ∼1250 days. In
contrast, at higher frequencies such as the C band (5.5 GHz, light blue), X band
(9 GHz, dark blue), Ka band (14 GHz, purple), K band (19–20 GHz, pink), and
in the millimeter band (97.5 GHz, brown; and 240 GHz, black) the source is
still rising as roughly Fν ∝ t5 through 1300 days. In the UHF band (0.88 GHz,
red) we see the source has risen in luminosity ∼2.25× from 1000 to 1280 days
but do not have enough sampling to establish whether it is decreasing.

Figure 2. Luminosity light curve of AT2018hyz, including early upper limits
(green triangles; 0.9, 3, and 15 GHz) and the late-time detections starting at
about 970 days (green stars; 5 GHz). Also shown for comparison are the light
curves of the relativistic TDE Sw J1644+57 at (6.7 GHz; red; Berger
et al. 2012; Zauderer et al. 2013; Eftekhari et al. 2018; Cendes et al. 2021b), the
nonrelativistic event AT2019dsg (6.7 GHz; orange; Cendes et al. 2021a), and
two events with apparent late-rising radio emission: ASASSN-15oi (6-7 GHz;
blue; Horesh et al. 2021a) and iPTF16fnl (15.5 GHz; gray; Horesh
et al. 2021b).
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Table 1. Summary of different ejecta components in TDEs. The blank (“−”) means that the parameter is what we constrain in this work by radio upper limits.

Mass Velocity Kinetic energy Solid angle Mass per solid angle Reference
Mej [M⊙] vin [km s−1] Ekin [erg] ∆Ω [str] Mej/∆Ω [M⊙ str−1]

Unbound debris 0.5 ≃ 7500 2 × 1050 0.1 5 Krolik2016,Yalinewich2019
Disk wind − ∼ 10000 − ∼ 4π − Metzger&Stone2016
Collision induced outflow − ∼ 10000 − ∼ 4π − Lu&Bonnerot2020
Jet (Conical outflow) − − − − −
Relativistic jet

Synchrotron self-absorption frequency is given by (Murase et al.
2014)
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where we used p = 2.5 in the second line.2It should be noted that
we ignored multiple Gamma functions, which is an order of unity.3
This formula holds only for νm < νa. In this case, the synchrotron
spectrum is given by (Piran et al. 2013)
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In particular, νa is always larger than νm for relevant parameter
values. Thus we concentrate on the regimes of νm < ν < νa or
νa < ν, where the spectrum peaks at νa with
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Note that the flux density for νm < ν < νa has a common dependence
on the parameters for the both phases.

2 ͜ͷࣜͷ ε̄e,−1 ͱ β ͷႈRicci et al. (2021)ͷ Eq. (20)ͱໃ६͢Δ͕ɺ
͜ΕऀޙͰ 25 Ͱͳ͘ γ5

m ͱͯ͠͠·͍ͬͯΔ͔ΒͰ͋Δɻ
3 [Γ(p/4+ 11/6)Γ(p/4+ 1/6)Γ(p/4+ 3/2)/Γ(p/4+ 2)]2/(p+4) has a value
of 1.01 − 1.06 for p = 2 − 5.

2.1 Observational constraint

From the detection or upper limit, we can constrain parameters. We
consider that the radius is given by R ≃ vt, which holds for most
cases, and the velocity is estimated by another consideration such as
energy conservation. Here the parameters we want to constrain are the
outflow velocity v, ISM density n, and outflow’s solid angle ∆Ω. By
using the observational upper limits, we can constrain combinations
of these parameters. For optically thin and v < vDN case,
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and for v > vDN case,
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We take the density and velocity as fundamental variables, and
transform above limits to the limits on velocity:
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for optically thin (v < vDN), thin (v > vDN), and thick cases, re-
spectively. We find that there is a critical velocity above which there
is two densities realizing the observed flux. For the deep-Newtonian
case, this velocity and corresponding density are given by equating
optically thin and thick condition:
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Table 1. Summary of different ejecta components in TDEs. The blank (“−”) means that the parameter is what we constrain in this work by radio upper limits.

Mass Velocity Kinetic energy Solid angle Mass per solid angle Reference
Mej [M⊙] vin [km s−1] Ekin [erg] ∆Ω [str] Mej/∆Ω [M⊙ str−1]

Unbound debris 0.5 ≃ 7500 2 × 1050 0.1 5 Krolik2016,Yalinewich2019
Disk wind − ∼ 10000 − ∼ 4π − Metzger&Stone2016
Collision induced outflow − ∼ 10000 − ∼ 4π − Lu&Bonnerot2020
Jet (Conical outflow) − − − − −
Relativistic jet
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where we used p = 2.5 in the second line.2It should be noted that
we ignored multiple Gamma functions, which is an order of unity.3
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From the detection or upper limit, we can constrain parameters. We
consider that the radius is given by R ≃ vt, which holds for most
cases, and the velocity is estimated by another consideration such as
energy conservation. Here the parameters we want to constrain are the
outflow velocity v, ISM density n, and outflow’s solid angle ∆Ω. By
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for optically thin (v < vDN), thin (v > vDN), and thick cases, re-
spectively. We find that there is a critical velocity above which there
is two densities realizing the observed flux. For the deep-Newtonian
case, this velocity and corresponding density are given by equating
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Figure 1. A schematic picture. A radio-emitting region is moving at a 
Lorentz factor ! whose direction of motion is away from the observer’s 
line of sight, θ . The emitting region has an emitting area A and volume of V . 

The observed quantities are translated from the quantities in the 
rest frame via the relativistic Doppler factor: 
δD = 1 

! ( 1 − β cos θ ) , (1) 
where β ≡

√ 
1 − 1 / ! 2 is the source velocity normalized by the 

speed of light c . Note that for a source moving precisely towards the 
observer ( θ = 0), the Doppler factor becomes δD = 2 !. Ho we ver, 
BNP13 (following Sari, Piran & Narayan 1998 ) approximated it as 
δD ≃ ! to reflect the fact that the average δD is lower than 2 !. 1 In 
this paper, we use an exact value of δD for a given angle to see the 
of f-axis ef fect. This treatment leads to some dif ferences in numerical 
factors between our results at the limit of θ = 0 and those of BNP13. 2 

The observed peak frequency is given by the Doppler-boosted (and 
redshifted) synchrotron frequency: 
νp = δD q e Bγ 2 

e 
2 πm e c(1 + z) , (2) 

where q e is the elementary charge, B is the magnetic field (at the 
source rest frame), γ e is the Lorentz factor of electrons producing 
the radio peak, m e is the electron mass, and z is the redshift to the 
source. 

Two expressions give the peak flux density for optically thin 
and thick regimes (we describe a more detailed deri v ation in 
Appendix A ). In the optically thin regime, 3 the flux density is just 
given by the flux of a single electron with the Lorentz factor γ e 
1 Averaging the Doppler factor over the beaming cone gives ⟨ δD ⟩ = ∫ 1 /! 

0 d θ sin θδD / (1 − cos θ ) ≃ (2 ln 2) ! ≃ 1 . 4 ! for ! ≫ 1 and θ ≪ 1. 
2 The exact differences between our equations and those of BNP13 are 
summarized as follows: equations ( 2 ), ( 3 ), ( 6 ), and ( 10 ) are twice larger 
than corresponding equations (10), (11), (13), and (16) of BNP13 in the limit 
of θ = 0. Equation ( 8 ) is twice smaller than equation (14), equation ( 9 ) is 
four times smaller than equation (15), equation ( 14 ) is eight times smaller 
than equation (17), and equation ( 15 ) is four times larger than equation (18) 
of BNP13. 
3 Throughout this paper, we assume that the emission is produced by non- 
thermal electrons with a power-law energy distribution (d n /d γ ∝ γ −p ) in a 
single zone. Therefore, the spectral index in the optically thin regime should 
be smaller than −0.5 so that the power-law index is p > 2. 

multiplied by the number of emitting electrons N e : 
F p = (1 + z) δ3 

D √ 
3 q 3 e BN e 

4 πd 2 L m e c 2 , (3) 
where d L is the luminosity distance to the source. We estimate the 
peak flux by the self-absorbed spectrum in the optically thick regime. 
There are potentially two cases depending on the ratio between self- 
absorption frequency νa and the characteristic synchrotron frequency 
νm (corresponding to the emitting electrons with the least energy; 
see e.g. Sari et al. 1998 ). In the case of νa > νm , the flux at νm is 
suppressed by self-absorption and the radio flux peaks at νa . The 
peak flux is given by the Rayleigh–Jeans spectrum: 
F p ≃ (1 + z) 3 δD 2 m e γe ν2 

p A 
d 2 L , (4) 

where A is the surface area of the emitting region. In the opposite 
case of νm > νa , the flux peaks at νm which is obtained by extending 
the self-absorbed spectrum: 
F p ≃ (1 + z) 3 δD 2 m e γe ν2 

a A 
d 2 L 

(
νp 
νa 
)1 / 3 

. (5) 
Combining the two cases, the peak flux is given by 
F p = (1 + z) 3 δD 2 m e γe ν2 

p A 
3 d 2 L η1 / 3 , (6) 

η ≡
{

1 ; νa > νm , 
νm /νa ; νa < νm , (7) 

where following BDP13 we introduced a numerical factor 3 in the 
denominator of equation ( 6 ). 

We solve equations ( 2 ), ( 3 ), and ( 6 ) to obtain γ e , N e , and B : 
γe = 3 F p d 2 L η5 / 3 ! 2 

2 πν2 
p (1 + z) 3 m e f A R 2 δD 

≃ 5 . 2 × 10 2 [ 
F p , mJy d 2 L , 28 η5 / 3 
νp , 10 (1 + z) 3 

] 
! 2 

f A R 2 17 δD , (8) 
N e = 9 c F 3 p d 6 L η10 / 3 ! 4 

2 √ 
3 π2 q 2 e m 2 e ν5 

p (1 + z) 8 f 2 A R 4 δ4 
D 

≃ 4 . 1 × 10 54 [ 
F 3 p , mJy d 6 L , 28 η10 / 3 
ν5 

p , 10 (1 + z) 8 
] 

! 4 
f 2 A R 4 17 δ4 

D , (9) 
B = 8 π3 m 3 e cν5 

p (1 + z) 7 f 2 A R 4 δD 
9 q e F 2 p d 4 L η10 / 3 ! 4 

≃ 1 . 3 × 10 −2 G [ 
ν5 

p , 10 (1 + z) 7 
F 2 p , mJy d 4 L , 28 η10 / 3 

] 
f 2 A R 4 17 δD 

! 4 , (10) 
where we use the convention Q x = Q /10 x (cgs) except for the flux 
density F p,mJy = F p /mJy. The emitting area is measured in units of a 
surface area of a sphere with a radius R , subtending a solid angle of 
π / ! 2 . We define an area-filling factor following BNP13: 
f A ≡ A/ (πR 2 / ! 2 ) . (11) 
A volume-filling factor is also defined by measuring the emitting 
volume in units of a typical volume of a relativistic shell, i.e. a shell 
with a radius R , width R / ! 2 , and solid angle of π / ! 2 : 
f V = V / (πR 3 / ! 4 ) . (12) 
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֯ Ωʹ͍ͯ͠ࡏہΔͱ͢Δͱɺisotropic equivalent number of
electrons  Ne,iso = (4π/Ω)Ne ͱ༩͑ΒΕΔɻΏ͑ʹ؍ଌ͞Ε
ΔϑϥοΫεిͨ͋ࢠΓͷ์ࣹ Pνp ≃

√
3e3B/mec2 (see Eq.

6.33 of Rybicki & Lightman 1979)Λ͍ͪͯ

Fp =
Pνp Ne,iso

4πd2
L
=

√
3e3BNe(1 + z)
Ωd2

Lmec2 , (B39)

ͱͳΔɻ14·ͨ SSA͕ޮ͘पྖҬͰ

Fν,BB = πB′
ν′

(
R
dL

)2
= (1 + z)3 2ν2kBT

c2
πR2

d2
L

(B40)

≃ (1 + z)32ν2meγe
πR2

d2
L
, (B41)

ͱͳΔɻ15͜͜ͰɺҰߦ͔Βೋߦʹ͔͚ͯ kBT = γemec2 Λ
༻͍ͨɻ͜ΕҎԼͰઆ໌͢ΔΑ͏ʹ νm ͱ νa ͷେখؔʹΑ
ΒͣৗʹΓཱͭࣜͰ͋Δɻޙ࠷ʹϐʔΫϑϥοΫε νm or νa
ͱͳΔ͕ɺ

η ≡
{
νm/νa : νa < νm ,
1 : νa > νm ,

(B42)

Λ༻͍ͯ νa ͰͷϑϥοΫεͱ

Fνa,BB = Fpη−1/3 , (B43)

ͱॻ͚Δɻཧ༝·ͩͪΌΜͱௐ͍ͯͳ͍͕ɺӈลʹ additional
ͳ factor 3͕ͭ͘ɻνa ͰͷϑϥοΫε Eq (B41)ͱ ηΛ༻͍ͯ

Fνa,BB =

{
(1 + z)32ν2pmeγe( fAπR2/d2

L)η
−2 : νa < νm ,

(1 + z)32ν2pmeγe( fAπR2/d2
L) : νa > νm ,

(B44)

= (1 + z)32ν2pmeγe( fAπR2/d2
L)η

−2 , (B45)

ͱͳΔɻ͜͜Ͱ์ࣹମͷࣹӨ͕ԁ͔ΒͣΕΔ߹Λྀͦͯ͠ߟ
ͷζϨΛ fAΛಋೖͨ͠ɻશͳΔٿମͰ؍ଌऀ͔Β πR2ʹݟ
͑ΔͷͰͪΖΜ fA = 1Ͱ͋Δɻ16Ҏ্ΑΓɺEqs. (B38), (B39),
(B43), and (B45)Λ༻͍Δ͜ͱͰ

γe =
3Fpd2

Lη
5/3

2πν2p (1 + z)3me fAR2 (B46)

≃ 5.24 × 102 Fp,mJyd2
L,28ν

−2
p,10(1 + z)−3η5/3 f −1

A R−2
17 , (B47)

Ne =
9cF3

p d6
Lη

10/3

8
√

3π2e2m2
e ν

5
p (1 + z)8 f 2

AR4
(B48)

≃ 1.03 × 1054 F3
p,mJyd6

L,28ν
−5
p,10(1 + z)−8η10/3 f −2

A R−4
17 , (B49)

B =
8π3m3

e cν5p (1 + z)7 f 2
AR4

9eF2
p d4

Lη
10/3 (B50)

≃ 1.30 × 10−2 G F−2
p,mJyd−4

L,28ν
5
p,10(1 + z)7η−10/3 f 2

AR4
17 , (B51)

14 ΔͷͰ͍ͯ͑ߟจͰ૬ରతΞτϑϩʔΛݪ Ω = π/Γ2 ͱ͠
͍ͯΔɻΑͬͯඇ૬ରతݶۃͰ Γ→ 1Ͱ Ω→ π ͱͳΔͷͰ༨
ͳҼࢠ 4 ͕ඞཁʹͳΔɻ
15 Several remarks: ॳͷࣜRybicki࠷(1) & Lightman (1979)ͷ Eq. (1.13)
Ͱ͋Δ͕ɺӉతʹਖ਼͍͠ͷ͔Α͘Θ͔ΒΜ (dA = dL/(1+z)2͔ͱͬࢥ
͕ͨҧ͏ͷ͔)ɻ(2) ͷ߸Ͱ࣍ intensity ͷมଇ: Iν = (ν/ν′)3I ′ν′
Λ༻͍ͨɻ͜Εਖ਼͍͠ͷ͔Α͘Θ͔ΒΜɻ(3) จͰཱମ֯ݱ Ω ͔
Βͷ์ࣹͳͷͰ A = fAΩR2 ͱ͍ͯ͠Δɻ͜ͷࡍɺ࠷ॳͷϑϥοΫεͷ
ࣜͱزԿֶ͕ҟͳΔͷͰΑ͘Θ͔ΒΜɻ͜ΕΒ͕ͩɺࠓ์ஔ͠
͓ͯ͘ɻ
16 ͜Εͱཱମ֯ͷؔ Ω Λఆٛ͢Δͷ͔ͳΓ͍͠ɻ

ͱܘͷؔͱͯ͠ٻΊΒΕΔɻ͜͜ͰɺݪจͱදݱΛҰக
ͤ͞ΔͨΊʹ Eq. (B39) Ͱ Ω = π ͱͨ͠ɻ͜ΕΑΓɺిࢠͱ࣓
ͷΤωϧΪʔ͕

Ee = Nemec2γe =
27c3F4

p d8
Lη

5

16
√

3π3e2m2
e ν

7
p (1 + z)11 f 3

AR6
(B52)

≃ 4.44 × 1050 erg F4
p,mJyd8

L,28ν
−7
p,10(1 + z)−11η5 f −3

A R−6
17 , (B53)

EB =
B2

8π π fVR3 =
8π5m6

e c2ν10
p (1 + z)14 f 4

A(π fV)R11

81e2F4
p d8

Lη
20/3 (B54)

≃ 6.75 × 1045 erg F−4
p,mJyd−8

L,28ν
10
p,10(1 + z)14η−20/3 f 4

AR11
17(π fV) ,

(B55)

ͱͳΔɻ͜͜Ͱ์ࣹମͷମੵΛ π fVR3 ͱఆٛͨ͠ɻ์ࣹମͷཱ
ମ֯Λ Ωͱ͢Δ߹ɺ fV = Ω/(3π)ͷؔʹ͋Δɻٿମͷ߹
 Ω = 4π and fV = 4/3Ͱ͋Δɻ
ͯ͞ɺ์ࣹʹؔΘΔిࢠͱ࣓ͷΤωϧΪʔͦΕͧΕ Rͷ

গɺ૿ՃؔͰ͋Γɺͦͷґଘੑͱͯେ͖͍͜ͱ͕Θ͔ݮ
ΔɻΑͬͯɺ͜ΕΒͷ͕࠷খʹͳΔ࣮ݱ͕ܘతͳܘͷ
Λ༩͑Δͱ͑ߟΔɻࡶͳࢉܭͷޙʹ

E = Ee + EB = Eeq

[
11
17

(
R

Req

)−6
+

6
17

(
R

Req

)11]
, (B56)

Req =
( 38cF8

p d16
L η

35/3

26 · 11
√

3π8m8
e ν

17
p (1 + z)25 f 7

A(π fV)

)1/17
(B57)

≃ 1.85 × 1017 cm F
8
17

p,mJyd
16
17
L,28ν

−1
p,10(1 + z)− 25

17 η
35
51 f

− 7
17

A (π fV)−
1
17 ,

(B58)

Eeq =
( 1717c45m14

e F20
p d40

L η
15(π fV)6

232 · 32 · 1111√3π3e34ν17
p (1 + z)37 f 9

A

)1/17
(B59)

≃ 1.69 × 1049 erg F
20
17

p,mJyd
40
17
L,28ν

−1
p,10(1 + z)− 37

17 η
15
17 f

− 9
17

A (π fV)
6
17 ,

(B60)

ͱٻΊΒΕΔɻલઅͷChevalier (1998)ͷํ๏ͱ͜ͷ͕ҧ͏͜
ͱʹҙ͢ΔɻChevalierͷํ๏Ͱ equipartitionΛԾఆͯ͠৽ͨ
ͳύϥϝʔλ εe and εBΛಋೖ͍ͯ͠Δ͕ɺ͜ ͜ͰΤωϧΪʔ࠷
খͱ͍͏݅Λ༻͍ͯܘΛಋग़͍ͯ͠Δɻ͔͠͠ɺ͜ͷ͕݅
ຬͨ͞ΕΔͱ͖ͷిࢠͱ࣓ͷΤωϧΪʔͷൺ EB/Ee = 6/11
ͱͳ͓ͬͯΓɺ͜Ε Eq. (B29)ʹ͓͍ͯ εB/εe = 6/11ͱ༩͑
͍ͯΔ͜ͱͱՁͰ͋Δɻ
ΤωϧΪʔ͕࠷খʹͳ͍ͬͯͳ͍߹ (εB/εe ! 6/11)ͷܘ

ͱΤωϧΪʔͷੵݟΓ࣍ͷΑ͏ʹม͞ߋΕΔɻҙͷ εB and
εe ʹରͯ͠ରԠ͢Δܘ εB/εe = EB/Ee = 6

11 (R/Req)17 ͔Β

R = ε
1
17 Req where ε ≡ 11εB/6εe,ͱ͔ۇʹม͞ߋΕΔɻҰํͰର

Ԡ͢ΔΤωϧΪʔ E = Eeq
( 11
17ε

− 6
17 + 6

17ε
11
17
)
ͱ૿Ճ͢Δɻ

͜͜·ͰϑϥοΫεͷϐʔΫΛ୲͏ిࢠͷΤωϧΪʔ Ee ʹ
͍͕ؔͯٞͯͨ͠͠ɺ૬ରతిࢠશମͷΤωϧΪʔҟͳΔ
߹͕͋Γ (νa > νm)ɺࢉܭΛิਖ਼͢Δඞཁ͕͋Δɻ૬ରతిࢠ
ͷ΄ͱΜͲͷΤωϧΪʔ νmʹରԠ͢Δి͕ࢠ୲͏ͷͰ νp = νm
ͷ߹ิਖ਼ඞཁͳ͍͕ɺνp = νa ͷ߹ (γm/γe)2−p ͷิ
ਖ਼߲Λ Ee ʹ͔͚ͨͷ͕૬ରతిࢠͷશΤωϧΪʔͰ͋Δɻ
Αͬͯ͜ͷిࢠΤωϧΪʔΛ࠷ྀͯ͠ߟখԽ͢Δඞཁ͕͋Δɻݪ
จͰిࢠΤωϧΪʔʹՃ͞ΕΔ ∝ R2(2−p)ͷґଘੑΛແࢹ
͠ɺequipartitionܘͰґવͱͯ͠ EB/Ee = 6/11ཱ͕͢Δ
ͱͯ͠ Req (Eq. 27) and Eeq (Eq. 28)ΛٻΊ͍ͯΔɻ͜ͷՃ͞
ΕΔ RґଘੑΛແͨ͠ࢹॲํҎԼͰݟΔΑ͏ʹ͔ͳΓਖ਼֬ͳ
Λ༩͍͑ͯΔɻ࣮ࡍʹΤωϧΪʔ͕࠷খΛͱΔͱ͖Τωϧ
Ϊʔͷൺ EB/Ee = 6

11 (
3

p+1 )ͱͳ͓ͬͯΓɺܘͱΤωϧΪʔ
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֯ Ωʹ͍ͯ͠ࡏہΔͱ͢Δͱɺisotropic equivalent number of
electrons  Ne,iso = (4π/Ω)Ne ͱ༩͑ΒΕΔɻΏ͑ʹ؍ଌ͞Ε
ΔϑϥοΫεిͨ͋ࢠΓͷ์ࣹ Pνp ≃

√
3e3B/mec2 (see Eq.

6.33 of Rybicki & Lightman 1979)Λ͍ͪͯ

Fp =
Pνp Ne,iso

4πd2
L
=

√
3e3BNe(1 + z)
Ωd2

Lmec2 , (B39)

ͱͳΔɻ14·ͨ SSA͕ޮ͘पྖҬͰ

Fν,BB = πB′
ν′

(
R
dL

)2
= (1 + z)3 2ν2kBT

c2
πR2

d2
L

(B40)

≃ (1 + z)32ν2meγe
πR2

d2
L
, (B41)

ͱͳΔɻ15͜͜ͰɺҰߦ͔Βೋߦʹ͔͚ͯ kBT = γemec2 Λ
༻͍ͨɻ͜ΕҎԼͰઆ໌͢ΔΑ͏ʹ νm ͱ νa ͷେখؔʹΑ
ΒͣৗʹΓཱͭࣜͰ͋Δɻޙ࠷ʹϐʔΫϑϥοΫε νm or νa
ͱͳΔ͕ɺ

η ≡
{
νm/νa : νa < νm ,
1 : νa > νm ,

(B42)

Λ༻͍ͯ νa ͰͷϑϥοΫεͱ

Fνa,BB = Fpη−1/3 , (B43)

ͱॻ͚Δɻཧ༝·ͩͪΌΜͱௐ͍ͯͳ͍͕ɺӈลʹ additional
ͳ factor 3͕ͭ͘ɻνa ͰͷϑϥοΫε Eq (B41)ͱ ηΛ༻͍ͯ

Fνa,BB =

{
(1 + z)32ν2pmeγe( fAπR2/d2

L)η
−2 : νa < νm ,

(1 + z)32ν2pmeγe( fAπR2/d2
L) : νa > νm ,

(B44)

= (1 + z)32ν2pmeγe( fAπR2/d2
L)η

−2 , (B45)

ͱͳΔɻ͜͜Ͱ์ࣹମͷࣹӨ͕ԁ͔ΒͣΕΔ߹Λྀͦͯ͠ߟ
ͷζϨΛ fAΛಋೖͨ͠ɻશͳΔٿମͰ؍ଌऀ͔Β πR2ʹݟ
͑ΔͷͰͪΖΜ fA = 1Ͱ͋Δɻ16Ҏ্ΑΓɺEqs. (B38), (B39),
(B43), and (B45)Λ༻͍Δ͜ͱͰ

γe =
3Fpd2

Lη
5/3

2πν2p (1 + z)3me fAR2 (B46)

≃ 5.24 × 102 Fp,mJyd2
L,28ν

−2
p,10(1 + z)−3η5/3 f −1

A R−2
17 , (B47)

Ne =
9cF3

p d6
Lη

10/3

8
√

3π2e2m2
e ν

5
p (1 + z)8 f 2

AR4
(B48)

≃ 1.03 × 1054 F3
p,mJyd6

L,28ν
−5
p,10(1 + z)−8η10/3 f −2

A R−4
17 , (B49)

B =
8π3m3

e cν5p (1 + z)7 f 2
AR4

9eF2
p d4

Lη
10/3 (B50)

≃ 1.30 × 10−2 G F−2
p,mJyd−4

L,28ν
5
p,10(1 + z)7η−10/3 f 2

AR4
17 , (B51)

14 ΔͷͰ͍ͯ͑ߟจͰ૬ରతΞτϑϩʔΛݪ Ω = π/Γ2 ͱ͠
͍ͯΔɻΑͬͯඇ૬ରతݶۃͰ Γ→ 1Ͱ Ω→ π ͱͳΔͷͰ༨
ͳҼࢠ 4 ͕ඞཁʹͳΔɻ
15 Several remarks: ॳͷࣜRybicki࠷(1) & Lightman (1979)ͷ Eq. (1.13)
Ͱ͋Δ͕ɺӉతʹਖ਼͍͠ͷ͔Α͘Θ͔ΒΜ (dA = dL/(1+z)2͔ͱͬࢥ
͕ͨҧ͏ͷ͔)ɻ(2) ͷ߸Ͱ࣍ intensity ͷมଇ: Iν = (ν/ν′)3I ′ν′
Λ༻͍ͨɻ͜Εਖ਼͍͠ͷ͔Α͘Θ͔ΒΜɻ(3) จͰཱମ֯ݱ Ω ͔
Βͷ์ࣹͳͷͰ A = fAΩR2 ͱ͍ͯ͠Δɻ͜ͷࡍɺ࠷ॳͷϑϥοΫεͷ
ࣜͱزԿֶ͕ҟͳΔͷͰΑ͘Θ͔ΒΜɻ͜ΕΒ͕ͩɺࠓ์ஔ͠
͓ͯ͘ɻ
16 ͜Εͱཱମ֯ͷؔ Ω Λఆٛ͢Δͷ͔ͳΓ͍͠ɻ

ͱܘͷؔͱͯ͠ٻΊΒΕΔɻ͜͜ͰɺݪจͱදݱΛҰக
ͤ͞ΔͨΊʹ Eq. (B39) Ͱ Ω = π ͱͨ͠ɻ͜ΕΑΓɺిࢠͱ࣓
ͷΤωϧΪʔ͕

Ee = Nemec2γe =
27c3F4

p d8
Lη

5

16
√

3π3e2m2
e ν

7
p (1 + z)11 f 3

AR6
(B52)

≃ 4.44 × 1050 erg F4
p,mJyd8

L,28ν
−7
p,10(1 + z)−11η5 f −3

A R−6
17 , (B53)

EB =
B2

8π π fVR3 =
8π5m6
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Figure 1. Remember log(1 + x) ≃ x.

Table 1.

Event Rate Rate(vs. SN)
[1/Gpc3/yr] [RSN]

CCSN ∼ 105 1
CCSN (IIn) ≃ 5× 103 ≃0.05
Type I SLSN 100 10−3

LGRB(on-axis) 1 10−5

TDE (opt) 1000 10−2

TDE (X-ray) 100 10−3

TDE(featureless) 0.1 ∼ 10−6

LRN 106 ∼ 10

1 USEFUL INFORMATION

Useful concepts and math.実視等級mから光度への換算まず絶対等級は距離を dとしてM = m+5 log(10pc/d)と求められる。次に太陽の絶対等級 M⊙ ≃ 5 と比較することで log(L/L⊙) =
2
5 (5−M)となる。[練習問題]　 z = 0.023 (100Mpc)でm = 19の天体の光度は? [答え]まず絶対等級がM = 19−35 = −16。太陽とは 21違うので 21×2/5 ≃ 8.4違うので L ≃ 2.5×108L⊙ ≃
1042 erg s−1。イベントレートの計算 RSN ∼ 10−2 Gal−1 yr−1 ∼
105 Gpc−3 yr−1.
Estimate size from angular size The definition of pc is pc =

AU/arcsec.

2 2023

2.1 Important events in 2023

2.2 2023.10

2023/10の論文。
1

Γ(1− βcos θ)
(1)

2310.17560 Pitch angle distribution of non-thermal particle in
relativistic magnetic reconnection
2310.16896 Review of supermassive BH binary

2310.16885 Observation and systematic analysis of early UV
emission in type II SNe 読む
2310.16880 Effect of magnetic field in common envelope
2310.16879 Review of TDE
2310.16328 Numerical modeling of type IIb SNe 光度曲線が double peakになるものが結構いて、初期のピークを shock

coolingで説明する場合のモデルを議論した論文。Mixingとかが効いて、これを考慮しないとダメらしい。
2310.16092 Observation of SN 2022jox: Flash spectroscopy

Flash spectroscopy を行なって、Dessart の計算結果と比較している。それにしても SN 2023ixfはすごいな。
2310.15920 Numerical simulation of binary NS merger con-

taining spinning NS kerr parameter 0.5で回転している NSがいると dynamical ejecta が多くなって衝突が弱くなるらしい。これによって fallback accretionも増えて、中心に残る残骸も激しく回転しているので中心エンジンになりうる。おもしろい。
2310.11496 Peak time of fallback rate in TDEs TDEの fall-

back rateに関する新しい公式をさまざまな星のモデルに対して系統的に調べた論文。[=>TDEノートに移動しました。]潮汐半径は星表面での自己重力ではなく星の自己重力の最大値 (おおよそ星のコアで達成される)が潮汐場と一致する半径に一致し、この半径での Kepler timeが fallback rateのピークを与えるというもの。これによって peak timeは星の性質にはほとんどよらず、BH massだけで決まる。
2310.09015 Detection of jet precession in M87すごいな。BH

spin parameterに制限つく?
2310.08952 Scaling relation of BNS afterglow: centroid mo-

tion is independent of jet structure TDEに使えるか?
2310.08845 Detection of very high-energy photon (13 TeV)

in GRB 221009 SSCモデルでは厳しく、また宇宙はより透明でないとダメらしい。読む
2310.08733 Light curve model of SN2023ixf Bolometric light

curve を構成している。なんでこんなに急激に明るくなるのか?Hiramatsu+で報告されている blueningと consistent? 読む
2310.08658 Formation of TZO by numerical simulation
2310.08641 Spectral analysis of early time nova Appendixを読む
2310.07829 Review of massive star evolution in 3D
2310.07784 Observation of SN 2022jli: Periodic modulation

and gamma-ray detection 読む
2310.07762 Fitting Sgr A* for both light curve and porlaiza-

tion 読む
2310.07687 3D modeling of Sgr A* flare なにやってるんだ?
2310.07036 Light curve model of red giant collision
2310.04233 PIC simulation of magnetic reconnection: depen-

dence on guiding field
2310.04144 Observation of GRB 180720B: detection of RS

emission
2310.3801 Formation of eccentric BBH in galactic nuclei読む
2310.03795 Detailed analysis of two TDEs detected in

VLASS 読む?
2310.03791 Radio TDEs detected in VLASS 電波で検出されて可視光フレアが付随しているTDEを解析した論文。[=>TDEノートに移動しました。]
2310.03782 Discovery of repeating TDE candidate 発見から

1000日後に再びフレアを起こした TDE AT 2020vdqの観測論文。1stフレアは少し暗く、2ndフレアはより明るく短時間で進化する。スペクトルの議論はやはりわからん、イベントレートの議論もなんか仮定しているけど微妙。生成機構も Hillsメカニズムとか言っているけど 1段落しか割いてない。面白い議論として観測されている TDEが全て pTDEの可能性を議論してい
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Late-time radio flare as off-axis jet
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Figure 5. Distributions of the total energy e (equation 22 ) with the condition of equation ( 27 ), as a function of Lorentz factor and viewing angle for different 
βeq,N = 10, 1, and 0.1 (left to right). The on- and of f-axis regions are di vided by the black line θ ≃ 1/ #. White curves gi ve a sequence of minimal energy 
(equation 29 ) and possible parameter sets of a radio-emitting source with a given set of observables. 

Figur e 6. Minimal ener gy trajectories for dif ferent v alues of βeq,N in the ( #β, 
θ ) plane. For βeq,N < 0.23, the trajectory has discrete Newtonian (on-axis) 
and relati vistic (of f-axis) branches. The grey dashed curve and the coloured 
stripe around it denote the contour corresponding to an apparent superluminal 
velocity βVLBI = 3.2 ± 2.2. The intersection of a trajectory with the stripe 
describes a unique solution. The values of βVLBI and the black solid curve 
with βeq,N = 0.04 correspond to the observations of AT 2019dsg. 
there are situations where this is not a problem, and the off-axis 
solution is the right one. 

Fig. 6 shows a sequence of minimal energy trajectories for different 
values of βeq,N in the ( #β, θ ) plane. For a given observation with 
βeq,N , the Lorentz factor and viewing angle are not determined 
independently, but they can vary along this trajectory. As expected, 
for smaller βeq,N values, the on-axis four-velocity approaches the 
apparent velocity ( #β) → βeq,N . For small values of βeq,N ! 0.23, the 
minimal energy trajectory disappears for #β ∼ 1, and the trajectory 
is separated into disconnected Newtonian (on-axis) and relativistic 
(off-axis) branches. This may be understood by noting the velocity 
parameter is related to the radio luminosity, F p d 2 L ∝ β17 / 8 

eq , N , and hence 
a smaller βeq,N corresponds to a dim source. Ho we ver, gi ven the 
strong sensitivity of radio luminosity on the velocity (e.g. Nakar & 
Piran 2002 ; Bruni et al. 2021 ) if #β ≃ 1 the source will be too bright 
and inconsistent with the observed one. A large θ leads to a small 
Lorentz boost that quenches the observed signal. Ho we ver, such a 
solution is strongly off-axis and requires a very large #β. 

For a single epoch observation that determines βeq,N , the Lorentz 
factor and the viewing angle cannot be determined uniquely as there 
is a de generac y along the minimal energy trajectory. Ho we ver, we 
can break this de generac y by adding another observational input. 
Promising information is an apparent velocity obtained by a very 
long baseline interferometry (VLBI) observation. The displacement 
of the emitting region on the sky plane gives an apparent speed: 
βVLBI = β sin θ

(1 − β cos θ )(1 + z) . (44) 
In Fig. 6 , we show such a trajectory for βVLBI = 3.2 (moti v ated by 
the observation of a TDE; see Section 4.1 ). It intersects with the 
minimal energy trajectory, and hence a VLBI observation breaks the 
de generac y between # and θ . 

Since the equipartition method gives both the radius and density 
(equation 13 ), it can be used to infer the density profile of galactic 
nuclear regions (e.g. Barniol Duran & Piran 2013 ; Zauderer et al. 
2013 ; Alexander et al. 2016 ; Krolik et al. 2016 ). For off-axis 
observers, the outflow radius increases, and the density profile differs 
from the on-axis one. By equations ( 13 ), ( 24 ), and ( 29 ), we find 
the density at the minimizing radius depends on the parameters as 
n e ∝ r −1 ( β/ βeq,N ) 13/12 . Noting that the velocity becomes β → βeq,N 
for an on-axis solution with βeq,N < 1, or β → 1 otherwise, we obtain 
the ratio of the densities for the off- and on-axis solutions: 
n off 
n on ≃ max [ 1 , β−13 / 12 

eq , N ] ( r off 
r on 

)−1 
. (45) 

4  APPLI CATION  TO  OBSERVED  O B J E C T S  
If the time of the explosion is identified, each observation provides 
us with the velocity parameter βeq,N (equation 28 ) at each epoch. As 
the Lorentz factor and the viewing angle are degenerate along the 
minimal energy trajectory given by equation ( 29 ) (see also Fig. 6 ) 
we can consider different physical scenarios for the radio source. 

Fig. 7 depicts the possible range of #β for each value of βeq,N . For 
a given βeq,N , the four-velocity takes the minimal value at θ = 0. For 
larger four-velocities, the viewing angle increases up to the critical 
angle θ c , which typically coincides with the boundary between the 
on- and off-axis branches for βeq,N ! 1, and then it decreases along 
the off-axis branch. When βeq,N is smaller than a critical value βeq,N 
! 0.23, the possible region of #β is separated into relativistic and 
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βeq,N = 10, 1, and 0.1 (left to right). The on- and of f-axis regions are di vided by the black line θ ≃ 1/ #. White curves gi ve a sequence of minimal energy 
(equation 29 ) and possible parameter sets of a radio-emitting source with a given set of observables. 

Figur e 6. Minimal ener gy trajectories for dif ferent v alues of βeq,N in the ( #β, 
θ ) plane. For βeq,N < 0.23, the trajectory has discrete Newtonian (on-axis) 
and relati vistic (of f-axis) branches. The grey dashed curve and the coloured 
stripe around it denote the contour corresponding to an apparent superluminal 
velocity βVLBI = 3.2 ± 2.2. The intersection of a trajectory with the stripe 
describes a unique solution. The values of βVLBI and the black solid curve 
with βeq,N = 0.04 correspond to the observations of AT 2019dsg. 
there are situations where this is not a problem, and the off-axis 
solution is the right one. 

Fig. 6 shows a sequence of minimal energy trajectories for different 
values of βeq,N in the ( #β, θ ) plane. For a given observation with 
βeq,N , the Lorentz factor and viewing angle are not determined 
independently, but they can vary along this trajectory. As expected, 
for smaller βeq,N values, the on-axis four-velocity approaches the 
apparent velocity ( #β) → βeq,N . For small values of βeq,N ! 0.23, the 
minimal energy trajectory disappears for #β ∼ 1, and the trajectory 
is separated into disconnected Newtonian (on-axis) and relativistic 
(off-axis) branches. This may be understood by noting the velocity 
parameter is related to the radio luminosity, F p d 2 L ∝ β17 / 8 

eq , N , and hence 
a smaller βeq,N corresponds to a dim source. Ho we ver, gi ven the 
strong sensitivity of radio luminosity on the velocity (e.g. Nakar & 
Piran 2002 ; Bruni et al. 2021 ) if #β ≃ 1 the source will be too bright 
and inconsistent with the observed one. A large θ leads to a small 
Lorentz boost that quenches the observed signal. Ho we ver, such a 
solution is strongly off-axis and requires a very large #β. 

For a single epoch observation that determines βeq,N , the Lorentz 
factor and the viewing angle cannot be determined uniquely as there 
is a de generac y along the minimal energy trajectory. Ho we ver, we 
can break this de generac y by adding another observational input. 
Promising information is an apparent velocity obtained by a very 
long baseline interferometry (VLBI) observation. The displacement 
of the emitting region on the sky plane gives an apparent speed: 
βVLBI = β sin θ

(1 − β cos θ )(1 + z) . (44) 
In Fig. 6 , we show such a trajectory for βVLBI = 3.2 (moti v ated by 
the observation of a TDE; see Section 4.1 ). It intersects with the 
minimal energy trajectory, and hence a VLBI observation breaks the 
de generac y between # and θ . 

Since the equipartition method gives both the radius and density 
(equation 13 ), it can be used to infer the density profile of galactic 
nuclear regions (e.g. Barniol Duran & Piran 2013 ; Zauderer et al. 
2013 ; Alexander et al. 2016 ; Krolik et al. 2016 ). For off-axis 
observers, the outflow radius increases, and the density profile differs 
from the on-axis one. By equations ( 13 ), ( 24 ), and ( 29 ), we find 
the density at the minimizing radius depends on the parameters as 
n e ∝ r −1 ( β/ βeq,N ) 13/12 . Noting that the velocity becomes β → βeq,N 
for an on-axis solution with βeq,N < 1, or β → 1 otherwise, we obtain 
the ratio of the densities for the off- and on-axis solutions: 
n off 
n on ≃ max [ 1 , β−13 / 12 

eq , N ] ( r off 
r on 

)−1 
. (45) 

4  APPLI CATION  TO  OBSERVED  O B J E C T S  
If the time of the explosion is identified, each observation provides 
us with the velocity parameter βeq,N (equation 28 ) at each epoch. As 
the Lorentz factor and the viewing angle are degenerate along the 
minimal energy trajectory given by equation ( 29 ) (see also Fig. 6 ) 
we can consider different physical scenarios for the radio source. 

Fig. 7 depicts the possible range of #β for each value of βeq,N . For 
a given βeq,N , the four-velocity takes the minimal value at θ = 0. For 
larger four-velocities, the viewing angle increases up to the critical 
angle θ c , which typically coincides with the boundary between the 
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Ubiquitous late-time radio flare 

DeColle&Lu20

~40% of optical TDEs show
late (>1000days) radio flares!

=>Off-axis jet cannot produce all events

6 Cendes et al.

Figure 1. Top: Radio uminosity light curves for TDEs presented in this work (triangles: 3� upper limits; other symbols:
detections). All observations for the same TDE are connected with a dotted line for non-detections, and a solid line when
detected. TDEs with detected radio emission whose origin is ambiguous are shown as plus symbols (see §3.1.3). We also include
the light curve for AT2018hyz from Cendes et al. (2022b). For comparison we also show radio light curves for TDEs with early
jetted radio emission (Sw1644+57: Cendes et al. 2021b; AT2022cmc: Andreoni et al. 2022) and TDEs with late brightening
(ASASSN-15oi: Horesh et al. 2021a; AT2020vwl: Goodwin et al. 2023b,a) as well as two TDEs with early radio emission for
which we detect significant re-brightenings (iPTF16fnl: Horesh et al. 2021b; AT2019dsg: Cendes et al. 2021a; Stein et al. 2021),
where previously published data are shown as open symbols, and our new data with filled symbols connected by thicker lines.
We do not plot non-constraining upper limits, but they are available in Table 5. Bottom: the same data presented above, but
zoomed in to only show observations at > 100 d, and luminosities of < 3⇥ 1039 erg s�1, highlighting the significant population
of TDEs with late-rising radio emission.

Late-Time Radio TDEs 9

tp=10td

tp=3td
tp=td

Figure 2. Upper left: Histograms of the time of first radio detection (solid) and first radio observation (dashed) for TDEs with
detected radio emission. Upper right: Histogram of peak radio emission timescale at ⇠ 6 GHz for TDEs with detected radio
emission. Arrows indicate upper and lower limits. For TDEs with distinct peaks (ASASSN-15oi, iPTF16fnl, AT2019dsg), we
include both components. Bottom: Time of peak radio emission versus time of first detection, with arrows indicating upper and
lower limits; for the TDEs with distinct peaks (ASASSN-15oi, iPTF16fnl, AT2019dsg, AT2020vwl) we include both components
connected by a solid line. The diagonal lines mark peak radio emission, tp, at multiples of 1, 3, 10 times the time of first
detection. This indicates that for the TDE population with late radio emission at least some events may peak on a decade
timescale. In addition to the data presented in this paper, radio data are from: AT2019qiz (O’Brien et al. 2019, Alexander et
al. in prep), AT2019azh (Goodwin et al. 2022; Sfaradi et al. 2022), AT2019ahk (Christy et al. in prep), AT2019dsg (Cendes
et al. 2021a; Stein et al. 2021), AT2020opy (Goodwin et al. 2023c), ASASSN-14li (Alexander et al. 2016), AT2020vwl (Goodwin
et al. 2023b,a), iPTF16fnl (Horesh et al. 2021b), and ASASSN-15oi (Horesh et al. 2021a). We also include the jetted TDEs
AT2022cmc (Andreoni et al. 2022) and Sw1644+57 (Zauderer et al. 2011). We exclude TDEs in this plot where radio emission
was ambiguous in nature (see §3.1.3).

with the TDE (§3.1.3), and 2 events with prior radio emission (§3.1.2). Including AT2018hyz, this corresponds to a
high detection fraction of 10/22 or ⇡ 45%. Alternatively, if we count distinct late-time brightenings in AT2019dsg and
iPTF16fnl we obtain a detection fraction of 12/24 or ⇡ 50%. Thus, regardless of the exact accounting we conclude that
about half of all optically-selected TDEs exhibit radio emission that rises on timescales of hundreds of days. This high
fraction is particularly striking when compared to the published statistics of early radio detections of optically-selected
TDEs (. 200 days) of ⇡ 30% (Alexander et al. 2020).

In Figure 2 we explore the turn-on and peak timescales of detected radio emission in the full TDE population with
radio detections. The left panel of Figure 2 shows the timescale at which radio emission is first detected. We find a
broad range of timescales, spanning from a few days to ⇡ 2300 days. We note that some TDEs without current radio
detections may yet turn on at even later timescales, as highlighted by the case of ASASSN-14ae with a first detection
at ⇡ 2300 days, and is still rising. The overall distribution of turn-on timescales appears to exhibit three groupings.
First, at . 10 d are the jetted TDEs (Sw J1644+57, AT2022cmc), which are detected early due to the combination of
rapid triggering and luminous radio emission from a relativistic jet, as well as the rapidly-evolving AT2019qiz, which

AT 2018hyz Cendes+23



Event rate of jetted TDEs
Ropt ~ Rx ~ 1000 /Gpc3/yr (~10-4 /galaxy/yr) 

Ron-jet ~ 0.01-0.1 /Gpc3/yr 

Roff-jet ~ 1-10 /Gpc3/yr
Beaming: fb~θ2~0.01

At most a few % of TDEs can have off-axis jet

Sazonov+21,Yao+23
Andreoni+22

Jet breakout = Double alignment?
precessing jets in TDEs 3

down), and based on the Rankine-Hugoniot jump conditions at the
two shocks and pressure balance, one obtains the velocity of the jet
head (Matzner 2003; Matsumoto & Kimura 2018)

Vh = Vw +
Vj � Vw

1 + 01/2�w/�j
=

Vj + Vw01/2�w/�j

1 + 01/2�w/�j
, (4)

where 0 ⌘ d0w/d
0

j is the ratio between the two comoving densities.
Note that Vw < Vh < Vj, meaning that the jet head always propagates
slower than the jet behind it and faster than the wind ahead of it. For
an ultra-relativistic jet (�j � 1), the lab-frame 4-velocities for the
two shock fronts (fs=forward shock, rs=reverse shock) are given by
the following approximations

Dfs '
4
3
�hVh, Drs '

3
2
p

2
�h (Vh � 1/3). (5)

The above expressions show that the forward shock always propagates
only slightly faster than the jet head, whereas the behavior of the
reverse shock is more complicated: if the jet head is sufficiently slow
Vh . 1/3 (meaning that the jet is running into a very dense wind),
the reverse shock propagates backwards in radius; whereas if the jet
head is sufficiently fast Vh ⇡ 1 (for a low-density wind), then the
reverse shock propagates nearly as fast as the jet head.

It is convenient to define an isotropic equivalent jet efficiency
factor,

[j,iso ⌘
!j,iso
§"w22 , (6)

and making use of eqs. (2, 3, 4), we write

�w01/2

�j
=

Vj � Vh
Vh � Vw

=
✓ �wVj
Vw[j,iso

◆1/2
. (7)

Note that [j,iso is not the same as the conventional jet efficiency [j —
the latter is defined as the physical jet power divided by the accretion
rate onto the BH. In the Blandford & Znajek (1977) framework, the
conventional jet efficiency [j is of the orderO(j2

bh) for dimensionless
black hole spin parameter jbh and for the strongest possible magnetic
fields in the black hole’s magnetosphere (Tchekhovskoy et al. 2011;
Narayan et al. 2022). We will discuss the physical values of [j,iso and
Vw later based on observations and theoretical expectations, but for
now, we stay agnostic to them.

Let us first consider the race between the jet and the jet head. We
see that the entire jet of radial thickness Vj2Con will be shock-heated
after a reverse-shock crossing time

Ccross '
VjCon

Vj � Vh
, (8)

where we have taken the velocity of the reverse shock to be roughly
Vh. In fact, the reverse shock velocity Vrs is only close to Vh when the
jet head is highly relativistic (cf. eq. 5), and in this limit (Vh ⇡ 1), the
reverse shock crossing time is reasonably accurate to within a factor
of order unity. On the other hand, if the jet head is non-relativistic
Vh ⇡ 0, the reverse shock speed is given by Vrs ' �1/3, so we are
only missing a factor of 4/3 by taking Vj � Vrs ' 1 in this opposite
limit. We also note that the reverse shock speed in eq. (5) is obtained
under the 1D picture where the shock-heated gas cannot exit the jet
head region in the lateral direction. In reality, matter will exit the jet
head region as long as \j�h . 1, in which case eq. (8) is an even
better approximation because the reverse shock will stay closer to the
jet head.

We then consider the race between the jet head and the wind. We

Figure 1. Schematic picture of a highly misaligned precessing jet embedded
in the disk wind. A narrow jet with half-opening angle \j whose axis precesses
around the BH spin axis at an inclination angle \LS. The jet is surrounded
by a quasi-isotropic slower wind, which is launched in all directions except
for the instantaneous jet cone. The hydrodynamic interactions between the jet
and wind are the focus of this paper.

see that the jet head will catch up with the outer edge of the wind
(which has radial thickness Vw2(%prec � Con)) after a breakout time

Cbo '
Vw (%prec � Con)

Vh � Vw
, (9)

where we have approximated the speed of the forward shock as Vh. In
this picture, a successful jet breakout requires Cbo/Ccross < 1, which
can be manipulated into the following form

Cbo
Ccross

'
%prec � Con

Con
·
Vj � Vh
Vh � Vw

Vw
Vj

=
%prec � Con

Con
·

✓
�wVw
Vj[j,iso

◆1/2
< 1.

(10)

In this paper, we are interested in a special case of a relativistic jet
(Vj ⇡ 1) and a non-relativistic wind (Vw ⌧ 1). In this case, we obtain
the following simple criterion for successful jet breakout

bduty
1 � bduty

>
⇣
Vw/[j,iso

⌘1/2
, (11)

where bduty (eq. 1) is the duty cycle of the episodic jet to be discussed
in the next subsection.

2.2 Duty cycle of a precessing jet

Let us consider that a jet with half-opening angle \j ⌧ 1 rad that
is precessing around the BH spin axis (hereafter the z-axis). The
inclination angle between the jet axis and the z-axis is fixed at \LS 2

[0, c/2). In reality, the jet has a non-trivial angular structure, but
here we consider a “top-hat” jet for simplicity. A schematic picture
of our consideration is shown in Fig. 1.

Consider an observer’s line of sight at polar angle \ 2 (0, c/2) and
azimuthal angle q = 0 in spherical coordinates. We restrict ourselves
to |\�\LS | < \j because otherwise the jet emission (which is assumed
to be strongly beamed along the velocity vector ÆVj) will not reach the
observer even if the jet breaks out successfully. The direction of the
jet axis at a given time C is specified by the polar angle \ = \LS and
azimuthal angle

qj (C) = 2cC/%prec. (12)

The angle between the line of sight and the jet axis is denoted as �\,
the cosine of which is given by

cos�\ = sin \ sin \LS cos qj + cos \ cos \LS. (13)

MNRAS 000, 1–?? (0000)

BH spin

1. Observer’s line of sight = jet axis : fb~θj2

2. Stellar ang. mom. = BH spin : fLS~θLS2~θj2

On-axis Successful Jet: Ron-jet/RTDE ~ θj4 ~ 10-4 (θj/0.1)4
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~40% of optical TDEs show
late (>1000days) radio flares!

=>Off-axis jet cannot produce all events

6 Cendes et al.

Figure 1. Top: Radio uminosity light curves for TDEs presented in this work (triangles: 3� upper limits; other symbols:
detections). All observations for the same TDE are connected with a dotted line for non-detections, and a solid line when
detected. TDEs with detected radio emission whose origin is ambiguous are shown as plus symbols (see §3.1.3). We also include
the light curve for AT2018hyz from Cendes et al. (2022b). For comparison we also show radio light curves for TDEs with early
jetted radio emission (Sw1644+57: Cendes et al. 2021b; AT2022cmc: Andreoni et al. 2022) and TDEs with late brightening
(ASASSN-15oi: Horesh et al. 2021a; AT2020vwl: Goodwin et al. 2023b,a) as well as two TDEs with early radio emission for
which we detect significant re-brightenings (iPTF16fnl: Horesh et al. 2021b; AT2019dsg: Cendes et al. 2021a; Stein et al. 2021),
where previously published data are shown as open symbols, and our new data with filled symbols connected by thicker lines.
We do not plot non-constraining upper limits, but they are available in Table 5. Bottom: the same data presented above, but
zoomed in to only show observations at > 100 d, and luminosities of < 3⇥ 1039 erg s�1, highlighting the significant population
of TDEs with late-rising radio emission.

Late-Time Radio TDEs 9

tp=10td

tp=3td
tp=td

Figure 2. Upper left: Histograms of the time of first radio detection (solid) and first radio observation (dashed) for TDEs with
detected radio emission. Upper right: Histogram of peak radio emission timescale at ⇠ 6 GHz for TDEs with detected radio
emission. Arrows indicate upper and lower limits. For TDEs with distinct peaks (ASASSN-15oi, iPTF16fnl, AT2019dsg), we
include both components. Bottom: Time of peak radio emission versus time of first detection, with arrows indicating upper and
lower limits; for the TDEs with distinct peaks (ASASSN-15oi, iPTF16fnl, AT2019dsg, AT2020vwl) we include both components
connected by a solid line. The diagonal lines mark peak radio emission, tp, at multiples of 1, 3, 10 times the time of first
detection. This indicates that for the TDE population with late radio emission at least some events may peak on a decade
timescale. In addition to the data presented in this paper, radio data are from: AT2019qiz (O’Brien et al. 2019, Alexander et
al. in prep), AT2019azh (Goodwin et al. 2022; Sfaradi et al. 2022), AT2019ahk (Christy et al. in prep), AT2019dsg (Cendes
et al. 2021a; Stein et al. 2021), AT2020opy (Goodwin et al. 2023c), ASASSN-14li (Alexander et al. 2016), AT2020vwl (Goodwin
et al. 2023b,a), iPTF16fnl (Horesh et al. 2021b), and ASASSN-15oi (Horesh et al. 2021a). We also include the jetted TDEs
AT2022cmc (Andreoni et al. 2022) and Sw1644+57 (Zauderer et al. 2011). We exclude TDEs in this plot where radio emission
was ambiguous in nature (see §3.1.3).

with the TDE (§3.1.3), and 2 events with prior radio emission (§3.1.2). Including AT2018hyz, this corresponds to a
high detection fraction of 10/22 or ⇡ 45%. Alternatively, if we count distinct late-time brightenings in AT2019dsg and
iPTF16fnl we obtain a detection fraction of 12/24 or ⇡ 50%. Thus, regardless of the exact accounting we conclude that
about half of all optically-selected TDEs exhibit radio emission that rises on timescales of hundreds of days. This high
fraction is particularly striking when compared to the published statistics of early radio detections of optically-selected
TDEs (. 200 days) of ⇡ 30% (Alexander et al. 2020).

In Figure 2 we explore the turn-on and peak timescales of detected radio emission in the full TDE population with
radio detections. The left panel of Figure 2 shows the timescale at which radio emission is first detected. We find a
broad range of timescales, spanning from a few days to ⇡ 2300 days. We note that some TDEs without current radio
detections may yet turn on at even later timescales, as highlighted by the case of ASASSN-14ae with a first detection
at ⇡ 2300 days, and is still rising. The overall distribution of turn-on timescales appears to exhibit three groupings.
First, at . 10 d are the jetted TDEs (Sw J1644+57, AT2022cmc), which are detected early due to the combination of
rapid triggering and luminous radio emission from a relativistic jet, as well as the rapidly-evolving AT2019qiz, which

AT 2018hyz Cendes+23

Ubiquitous late-time radio flare 



Double-peak radio flares 
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Figure 1. Top: Radio uminosity light curves for TDEs presented in this work (triangles: 3� upper limits; other symbols:
detections). All observations for the same TDE are connected with a dotted line for non-detections, and a solid line when
detected. TDEs with detected radio emission whose origin is ambiguous are shown as plus symbols (see §3.1.3). We also include
the light curve for AT2018hyz from Cendes et al. (2022b). For comparison we also show radio light curves for TDEs with early
jetted radio emission (Sw1644+57: Cendes et al. 2021b; AT2022cmc: Andreoni et al. 2022) and TDEs with late brightening
(ASASSN-15oi: Horesh et al. 2021a; AT2020vwl: Goodwin et al. 2023b,a) as well as two TDEs with early radio emission for
which we detect significant re-brightenings (iPTF16fnl: Horesh et al. 2021b; AT2019dsg: Cendes et al. 2021a; Stein et al. 2021),
where previously published data are shown as open symbols, and our new data with filled symbols connected by thicker lines.
We do not plot non-constraining upper limits, but they are available in Table 5. Bottom: the same data presented above, but
zoomed in to only show observations at > 100 d, and luminosities of < 3⇥ 1039 erg s�1, highlighting the significant population
of TDEs with late-rising radio emission.

Re-brightening!
AT2019dsg

Cendes+23

AT2020vwl

Cendes+21

Goodwin+23

Late-time rise with opt. thin spectrum
=> Different mechanism from the 1st peak to make radio rise

(Most late flares show opt. thin spectrum)
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Light curve

Double peaks naturally arise!

Mej = 0.1Msun 
v = 0.1c 
p = 2.5 
εe = 0.1, εB = 0.01 
n∝R-2.5

ν = 6GHz
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Parameter dependence

Radio observations of AT2019azh 5331 

MNRAS 511, 5328–5345 (2022) 

Figure 1. Left : The luminosity of AT2019azh inferred from VLA observations at 9 (purple circles), 5.5 (green triangles), and 2.25 (yellow squares) GHz. 
Right: The luminosity of AT2019azh at 5.5 GHz inferred from VLA monitoring (purple triangles) and e-MERLIN observations reported in Perez-Torres et al. 
( 2019 ) (purple stars). For comparison, the ≈5 GHz luminosity of six other radio-detected thermal TDEs is shown. TDE data are from Alexander et al. ( 2016 ), 
van Velzen et al. ( 2016 ) (ASSASN-14li), Cendes et al. ( 2021b ), Stein et al. ( 2021 ) (AT2019dsg), Horesh et al. ( 2021a ) (ASASSN-15oi), Anderson et al. ( 2020 ) 
(CNSS J0019 + 00), Alexander et al. ( 2017 ) (XMSSL J0740 −85), and Irwin et al. ( 2015 ) (IGR J12580 + 0134). All luminosities are plotted with reference to the 
approximate inferred outflow launch date or the inferred optical first light if no estimate of the launch date is available. Error bars are plotted but obscured by 
the markers. 

The data were reduced using the OxKAT scripts (Heywood 2020 ). 
We used PKS J0408 −6544 (QSO B0408 −65) to set the flux density 
scale and calibrate the bandpass and ICRF J084205.0 + 183540 
as a secondary calibrator. The final images were made using the 
WSCLEAN imager (Offringa et al. 2014 ; Offringa & Smirnov 2017 ), 
and resolved into eight layers in frequency. WSCLEAN deconvolves 
the eight frequency layers together by fitting a polynomial in 
frequency to the brightness in the eight frequency layers. Our flux 
densities include both the statistical uncertainty and a systematic one 
due to the uncertainty in the flux-density bootstrapping, estimated at 
5 per cent. 

To ensure no systematic offset between epochs and instruments, in 
Appendix A we present an analysis of flux density measurements of 
three background sources for nine epochs of the VLA data and four 
epochs of the MeerKAT data. We found no significant systematic 
offset between the two instruments, and found that flux densities 
between VLA epochs were consistent to within ∼10 per cent . The 
flux scale obtained through calibration of the VLA data is consistent 
across epochs to within a few per cent, indicating that the flux 
density fluctuations we infer between epochs are larger than those 
expected through calibration differences alone. However, there is no 
systematic frequency dependence for these inter-epoch flux density 
variations, and these differences between epochs could be due to 
intrinsic variability of the background sources, which are expected 
to be variable at some level. 
2.3 Multiwav elength obser v ations 
We obtained forced point spread function fitting photometry of 
AT2019azh from the public ZTF MSIP data through the ZTF 
forced-photometry service (Masci et al. 2019 ). We filtered the 
resulting optical light curves for observations impacted by bad 
pixels, and required thresholds for the signal-to-noise of the ob- 
servations, seeing, the sigma per pixel in the input science image, 
and several parameters relating to the photometric and astrometric 
calibrators. 

The majority of the Swift UV O T observations were published in 
van Velzen et al. ( 2021 ). Here, we include new observations taken 
after the publication of that work. We used the UV O TSOURCE package 
to analyse the Swift UV O T photometry and the resulting UV data have 
been host galaxy subtracted. We also include NICER and XMM–
Newton observations reported in Hinkle et al. ( 2021 ). 
3  R A D I O  L I G H T  C U RV E  A N D  SPECTRA  
The 2.25, 5, and 9 GHz VLA light curves for AT2019azh are plotted 
in Fig. 1 , as well as a comparison of the 5 GHz light curve with 
other thermal TDE light curves. The radio emission from AT2019azh 
rose relatively slowly at all radio wavelengths until approximately 
625 d post-optical disco v ery, at which time the higher frequency 
( > 4 GHz) emission started to decrease while the 2 GHz emission 
remained relatively constant. Such a slow rise in the radio relative 
to the optical peak, which occurred around the time of our first 
radio detection, places AT2019azh in the slow-rising thermal TDE 
population (Fig. 1 ). In contrast, some thermal TDEs have been 
observ ed to be gin fading in the radio soon after the optical peak 
(e.g. Alexander et al. 2016 ; Horesh et al. 2021a ). 

The 5 GHz luminosity of AT2019azh increases approximately 
linearly with time, similar to that of the relati vistic e vent Sw 
J1644 + 57. Ho we ver, Sw J1644 + 57 rose to a peak within ∼100 d 
(Eftekhari et al. 2018 ), whereas AT2019azh took o v er ∼600 d. 
We note that AT2019azh was detected in the radio significantly 
earlier relative to the optical peak than the other thermal TDEs, 
and a similar slow rise cannot be ruled out for ASSASN-14li, 
CNSS J0019 + 00, or XMMSL1 J0740 −85. The rise observed for 
AT2019azh is significantly different than those of ASASSN-15oi, 
which had early radio non-detections (Horesh et al. 2021a ), and 
AT2019dsg, which rose to a peak o v er < 350 d with L ∝ t 2.5 (Stein 
et al. 2021 ). 

The luminosity of AT2019azh is now sharply decreasing, similar 
to the fading rates of AT2019dsg, ASASSN-14li, CNSS J0019 + 00, 
and ASASSN-15oi (Fig. 1 ). 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/511/4/5328/6527588 by Kyoto U
niversity user on 16 February 2024

6 Matsumoto & Piran

Figure 4. Light curves for di↵erent slopes of the CNM density profile k, ISM densities nISM, and ejecta masses Mej, from left

to right. The density profiles adopted in the left panel are shown in Fig. 1. In the middle panel, we adopt a di↵erent functional

form of the density profile: Eq. (22) rather than Eq. (2).

Figure 5. Light curves of AT2019dsg and AT2020vwl at

6GHz, which are among the best late-time covered TDEs

and possible light curves based on our model (see Table 2 for

parameters). AT2019dsg shows a transition, at the first peak

⇠ 200 days, from optically thick to optically thin spectrum

at the observed (Stein et al. 2021; Cendes et al. 2021a). The

spectrum of AT2020vwl may hint a similar transition at the

first two epochs (Goodwin et al. 2023b).

in TDEs: AT2019dsg (Stein et al. 2021; Cendes et al.
2021a, 2023) that shows a double peak structure and
AT2020vwl (Goodwin et al. 2023b,a) that show a clear
minimum. The outflow is assumed to be launched at the
time of discovery of the TDE.4 The adopted parameters
and corresponding density profiles (For AT2019dsg, we
adopt a broken power-law function for the CNM profile

4 See Matsumoto et al. (2022) for a discussion of the origin of the
outflow in AT2019dsg. We also showed that the radio emission of
AT2019dsg cannot be explained by an o↵-axis jet in Matsumoto
& Piran (2023).

Figure 6. Examples of 6GHz light curves of TDEs with

late-time scarce observations: PS16dtm and ASSASN14ae.

Both events show strong early upper limits. PS16dtm shows

a late-time maximum, and ASSASN14ae shows a late-time

rapid rise. The dashed lines show tentative light curves that

follows from our model (see Table 2 for parameters). Even

though the fits are not unique, valuable information about

the source can be obtained from the data.

to mimic the result by the equipartition analysis (e.g.,
Matsumoto et al. 2022)) are shown in Table 2 and Fig. 7.
We stress again that these parameters are not obtained
by exploring the entire parameter space. We find that
both events are reasonably reproduced by typical pa-
rameter values of p ' 2.5, "e ' 0.1, "B ' 0.01, and
� ' 0.1 while we adopt the observationally obtained
values for p. We also confirm that the radio spectra are
also reasonably reproduced by our model.
As an example for TDEs that have a flare with lim-

ited late-time data, Fig. 6 depicts two events taken from
Cendes et al. (2023): PS16dtm showing a late-time op-
tically thin maximum, and ASSASN14ae showing a fast

Slope of density profile

Profile for Bondi accretion can explain slow rise (AT2019azh?) 

Goodwin+22,Sfaradi+22

Matsumoto&Piran24
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Figure 4. Light curves for di↵erent slopes of the CNM density profile k, ISM densities nISM, and ejecta masses Mej, from left

to right. The density profiles adopted in the left panel are shown in Fig. 1. In the middle panel, we adopt a di↵erent functional

form of the density profile: Eq. (22) rather than Eq. (2).
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6GHz, which are among the best late-time covered TDEs

and possible light curves based on our model (see Table 2 for

parameters). AT2019dsg shows a transition, at the first peak

⇠ 200 days, from optically thick to optically thin spectrum

at the observed (Stein et al. 2021; Cendes et al. 2021a). The

spectrum of AT2020vwl may hint a similar transition at the

first two epochs (Goodwin et al. 2023b).

in TDEs: AT2019dsg (Stein et al. 2021; Cendes et al.
2021a, 2023) that shows a double peak structure and
AT2020vwl (Goodwin et al. 2023b,a) that show a clear
minimum. The outflow is assumed to be launched at the
time of discovery of the TDE.4 The adopted parameters
and corresponding density profiles (For AT2019dsg, we
adopt a broken power-law function for the CNM profile

4 See Matsumoto et al. (2022) for a discussion of the origin of the
outflow in AT2019dsg. We also showed that the radio emission of
AT2019dsg cannot be explained by an o↵-axis jet in Matsumoto
& Piran (2023).

Figure 6. Examples of 6GHz light curves of TDEs with

late-time scarce observations: PS16dtm and ASSASN14ae.

Both events show strong early upper limits. PS16dtm shows

a late-time maximum, and ASSASN14ae shows a late-time

rapid rise. The dashed lines show tentative light curves that

follows from our model (see Table 2 for parameters). Even

though the fits are not unique, valuable information about

the source can be obtained from the data.

to mimic the result by the equipartition analysis (e.g.,
Matsumoto et al. 2022)) are shown in Table 2 and Fig. 7.
We stress again that these parameters are not obtained
by exploring the entire parameter space. We find that
both events are reasonably reproduced by typical pa-
rameter values of p ' 2.5, "e ' 0.1, "B ' 0.01, and
� ' 0.1 while we adopt the observationally obtained
values for p. We also confirm that the radio spectra are
also reasonably reproduced by our model.
As an example for TDEs that have a flare with lim-

ited late-time data, Fig. 6 depicts two events taken from
Cendes et al. (2023): PS16dtm showing a late-time op-
tically thin maximum, and ASSASN14ae showing a fast
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small shift of tmin from RB/v. This factor is given by

fLmin = f3
tmin

(1 + f−k
tmin

)
p+1
4

(
1 +

3

3− k
f−k
tmin

)
, (17)

and its dependence on p and k is depicted in the bottom
panel of Fig. 3. Note that obtaining these correction
factors, which depend on p and k, is part of the fitting
procedure of the data to the model.
The radio light curve rises until the outflow starts de-

celerating. This occurs when the swept-up mass be-
comes comparable to the outflow’s original mass at

Rdec ≃
(

3Mej

4πmpnISM

)1/3

≃ 6.6× 1017 cmM1/3
ej,−1n

−1/3
ISM,2 ,

(18)

whereMej,−1 = Mej/(0.1M⊙). Therefore, the radio light
curve has a second peak at

t2nd ≃ Rdec/v ≃ 2500 dayM1/3
ej,−1n

−1/3
ISM,2β

−1
−1 , (19)

whose luminosity is given by

(νLν)2nd
p=2.5
≃ 5.2× 1038 erg s−1 ε̄e,−1ε

p+1
4

B,−2

n
p+1
4

ISM,2Mej,−1β
p+5
2

−1 ν
3−p
2

6GHz

(
Ω

4π

)
. (20)

After the second peak the outflow decelerates as β ∝
t−3/5 and R ∝ t2/5, and the radio luminosity declines as
νLν ∝ t−3(p+1)/10. Note that this peak may be the only
peak if the inner density profile is sufficiently shallow.
The evolution of the luminosity νLν ∝ t3, between

the minimum and the second peak gives an interesting
closure relation between the time and luminosity of the
minimal and second peak:

(νLν)2nd
(νLν)min

=

(
t2nd
tmin

)3

, (21)

However, this may not strictly hold because an actual
light curve evolves smoothly between the minimum and
the second peak and flattens around both the minimum
and peak, as shown in our numerical results (see the
right panel of Fig. 4). In particular, when the Bondi and
deceleration radii are close, the light curve rises slowly.

2.1. The diversity of radio light curves

Given the radio light curve’s basic nature, we now
explore its parameter dependence. Here we focus on
three key parameters: the slope of the CNM profile k,
the ISM density nISM, and the ejecta mass Mej.
Fig. 4 depicts light curves for different k, nISM, and

Mej. The CNM density profile affects only the first peak
of the radio light curve. Shallower profiles make the first
peak earlier and less luminous because the CNM density
is lower for a smaller k value with a fixed Bondi radius

and a fixed ISM density. In particular, for very shallow
slopes of k ! 12/(p+ 5), the first peak disappears and
the light curve rises monotonically (see Eq. (7)). In-
terestingly, for slopes expected for the Bondi accretion,
k ≃ 1.5, we cannot detect a bright early-time radio flare
at ∼ 100 days. This may explain why TDEs with early
radio detection always have steep density profiles (e.g.,
Alexander et al. 2020). A slow rise of the light curve
of AT2019azh (Goodwin et al. 2022; Sfaradi et al. 2022)
may also be explained by the shallow density profile. We
note that the minimum appears earlier for smaller k cor-
responding to the behavior of the correction factor ftmin

in the top panel of Fig. 3.
The middle and right panels of Fig. 4 depict light

curves obtained by varying nISM and Mej, respectively.
As long as the deceleration radius is larger than the
Bondi radius, both parameters impact the light curves
only after the minimum. In the middle panel, we adopt
a different parameterization for the density profile than
Eq. (2)

n(R) = 100 cm−3

(
R

1017 cm

)−k

+ nISM , (22)

so that we have the same light curve around the
first peak. With this parameterization, the Bondi ra-
dius or equivalently the radius at which the CNM
and ISM densities are comparable is given by RB =

1017 cm
(

100 cm−3

nISM

)1/k
.

Larger ISM densities give brighter radio signals due
to the larger number of emitting particles, while short-
ening the timescale, resulting in earlier minimum and
second peak. The ejecta mass changes the deceleration
timescale. A larger ejecta mass also gives a brighter sec-
ond peak because more mass is emitting during the peak.
This behavior is similar to the one of radio afterglows of
binary neutron star mergers (e.g., Nakar & Piran 2011).

2.2. A comparison with individual events

To demonstrate the model, we compare it to a few
observed late-time radio flares. We emphasize that due
to a lack of sufficient data, we do not attempt to carry
out a detailed “best fit” procedure, and our aim is just
to demonstrate the potential of this model. Before tak-
ing a closer look at individual events, we empathize two
points: First, after the first peak, the outflow is opti-
cally thin to SSA at the observed frequency, and any
variation in the light curve above this frequency should
be achromatic. Second, once the emission becomes opti-
cally thin, the light curve cannot rise steeper than ∝ t3

unless the external density profile increases. While the
current data is still limited, we notice that these points
are satisfied by many events observed so far. Note, how-
ever, that some, like AT 2018hyz, in which the light
curve rises like ∝ t5, cannot be explained by this model
and are better explained by a relativistic off-axis jet.
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Figure 4. Light curves for di↵erent slopes of the CNM density profile k, ISM densities nISM, and ejecta masses Mej, from left

to right. The density profiles adopted in the left panel are shown in Fig. 1. In the middle panel, we adopt a di↵erent functional

form of the density profile: Eq. (22) rather than Eq. (2).

Figure 5. Light curves of AT2019dsg and AT2020vwl at

6GHz, which are among the best late-time covered TDEs

and possible light curves based on our model (see Table 2 for

parameters). AT2019dsg shows a transition, at the first peak

⇠ 200 days, from optically thick to optically thin spectrum

at the observed (Stein et al. 2021; Cendes et al. 2021a). The

spectrum of AT2020vwl may hint a similar transition at the

first two epochs (Goodwin et al. 2023b).

in TDEs: AT2019dsg (Stein et al. 2021; Cendes et al.
2021a, 2023) that shows a double peak structure and
AT2020vwl (Goodwin et al. 2023b,a) that show a clear
minimum. The outflow is assumed to be launched at the
time of discovery of the TDE.4 The adopted parameters
and corresponding density profiles (For AT2019dsg, we
adopt a broken power-law function for the CNM profile

4 See Matsumoto et al. (2022) for a discussion of the origin of the
outflow in AT2019dsg. We also showed that the radio emission of
AT2019dsg cannot be explained by an o↵-axis jet in Matsumoto
& Piran (2023).

Figure 6. Examples of 6GHz light curves of TDEs with

late-time scarce observations: PS16dtm and ASSASN14ae.

Both events show strong early upper limits. PS16dtm shows

a late-time maximum, and ASSASN14ae shows a late-time

rapid rise. The dashed lines show tentative light curves that

follows from our model (see Table 2 for parameters). Even

though the fits are not unique, valuable information about

the source can be obtained from the data.

to mimic the result by the equipartition analysis (e.g.,
Matsumoto et al. 2022)) are shown in Table 2 and Fig. 7.
We stress again that these parameters are not obtained
by exploring the entire parameter space. We find that
both events are reasonably reproduced by typical pa-
rameter values of p ' 2.5, "e ' 0.1, "B ' 0.01, and
� ' 0.1 while we adopt the observationally obtained
values for p. We also confirm that the radio spectra are
also reasonably reproduced by our model.
As an example for TDEs that have a flare with lim-

ited late-time data, Fig. 6 depicts two events taken from
Cendes et al. (2023): PS16dtm showing a late-time op-
tically thin maximum, and ASSASN14ae showing a fast
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Figure 7. Density profiles adopted to depict the light

curves of individual objects in Figs. 5 and 6. The color

scheme is the same as in those figures. Squares represent

density profiles obtained by the equipatition analysis of the

early light curve (the same as those shown in Fig. 1).

rise at ' 2000 days. Clearly, these events do not have
enough data to obtain a unique fit to our model. Still,
we present in Fig. 6 a tentative fit whose parameters are
given in Table 2. We demonstrate in the following that
even with such minimal data some information on the
source can be obtained.

2.3. Parameters Inference

The emission after the first peak is described by an
optically-thin synchrotron. Thus, the radio reflects the
density profile of the surrounding medium and the out-
flow dynamics. Clearly, a good fit to the whole light
curve provides us directly the whole density profile of
the CNM and the ISM surrounding the SMBH. Such
curves are shown in Fig. 7 for the events discussed ear-
lier.
However, we can constrain the parameters characteriz-

ing the radio light curve and the density even in cases we
do not have the full light-curve data but either the mini-
mum or the second peak is well identified. When a radio
light curve has a minimum at tmin with (⌫L⌫)min

and
given the ejecta velocity, for example from earlier obser-
vations, these observables give estimates of the Bondi

radius and the ISM density:

RB ' vtmin/ftmin ' 7.8⇥ 1016 cm��1tmin,300dayf
�1

tmin
,

(23)

nISM

p=2.5
' 1.1⇥ 102 cm�3 "̄

� 4
p+5

e,�1
"
� p+1

p+5

B,�2
�
� 2(p+11)

p+5

�1

⌫
2(p�3)
p+5

6GHz
(⌫L⌫)

4
p+5

min,37

✓
⌦

4⇡

◆� 4
p+5

t
� 12

p+5

min,300dayf
12

p+5

tmin
f
� 4

p+5

Lmin,1
,

(24)

where we used Eqs. (14) and (16), and the minimum
timescale is normalized by 300 days.
Figs. 8 and 9 demonstrate how these relations con-

strain RB and nISM assuming all events share the same
parameters of p = 2.5, "e = 0.1, "B = 0.01, and � = 0.1.
Realistically, each event has di↵erent parameter values
and they cannot be put in the same figure. In Fig. 8,
ISM density contours are drawn along with observed
events. An identification of the minimum is possible
only for AT2019dsg and AT2020vwl, which show a sec-
ondary rise. Other events showing a rising light curve
with an optically thin SED put only upper limits on the
timescale and luminosity of the minima. In Fig. 9, we
recast the relations and draw minimum timescale and lu-
minosity contours. Intriguingly, constraining the Bondi
radius allows us to infer the BH mass up to the un-
certainty of the ISM sound velocity (or, equivalently,
the ISM temperature). As an example, we add an axis
for the BH mass at the top of the figure, assuming
T = 107 K. For the observed events, the BH mass is
constrained to be . 106 M�, similar to expected values
for typical TDEs (Ryu et al. 2020; Hammerstein et al.
2023; Yao et al. 2023).
The timescale and luminosity of the second peak (or

more generally a radio peak caused by a deceleration of
an optically-thin outflow) constrain the ejecta mass and
ISM density:

Mej

p=2.5
' 3.9⇥ 10�2 M� "̄

� 4
p+5

e,�1
"
� p+1

p+5

B,�2
�
� p�7

p+5

�1

⌫
2(p�3)
p+5

6GHz
(⌫L⌫)

4
p+5

2nd,39

✓
⌦

4⇡

◆� 4
p+5

t
3(p+1)
p+5

2nd,1000day ,

(25)

nISM

p=2.5
' 6.3⇥ 102 cm�3 "̄

� 4
p+5

e,�1
"
� p+1

p+5

B,�2
�
� 2(p+11)

p+5

�1

⌫
2(p�3)
p+5

6GHz
(⌫L⌫)

4
p+5

min,39

✓
⌦

4⇡

◆� 4
p+5

t
� 12

p+5

2nd,1000day .

(26)

The second equation is basically the same as Eq. (24)
but for the timescale and luminosity of the second peak.
These relations are shown in Figs. 10 and 11 in the same
way as for the minima discussed earlier. A relatively
secure identification of the second peak is possible only
for PS16dtm. Other events showing a rise give only
lower limits on t2nd and (L⌫)2nd.
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Table 2. Fitting parameters for individual events in Fig. 5.

Event p "e "B Mej �0 nISM RB k

[M�] [cm�3] [1017cm]

AT2019dsg 2.7 0.2 0.02 0.1 0.1 100 1 1.2 & 4.5

AT2020vwl 3 0.15 0.01 0.1 0.1 250 1 2.5

PS16dtm 2.1 0.13 0.01 0.04 0.08 90 0.4 2.5

ASASSN14ae 2.2 0.08 0.01 0.2 0.1 10 1.5 2.5

The second peak allows us to constrain the mass and
kinetic energy of the radio-emitting outflow. The latter
is estimated by using Eq. (25):

Ekin

p=2.5
' 1

2
Mejv

2 ' 3.5⇥ 1050 erg "̄
� 4

p+5

e,�1
"
� p+1

p+5

B,�2
�

p+17
p+5

�1

⌫
2(p�3)
p+5

6GHz
(⌫L⌫)

4
p+5

2nd,39

✓
⌦

4⇡

◆� 4
p+5

t
3(p+1)
p+5

2nd,1000day . (27)

As at this stage, the whole mass of the outflow was
slowed down, Eqs. (25) and (27) estimate the total mass
and energy of the outflow. This should be contrasted
with analysis of the early afterglow that gives an esti-
mate only of the mass and energy of the emitting mate-
rial (Matsumoto et al. 2022). For PS16dtm, even taking
into account for the uncertainty of velocity, the ejecta
mass is constrained to . 0.1M� unless the equiparti-
tion parameters are much smaller than typical values
(Mej / "�0.53

e
"�0.47
B

�0.6 for p = 2.5). This value is sig-
nificantly smaller than that required for the reprocess-
ing outflow model for optical emissions (e.g., Metzger &
Stone 2016, see also Matsumoto & Piran 2021b for the
mass budget of optical TDE models), and that of the
unbound debris (e.g., Krolik et al. 2016). However, one
has to recall that the late-time radio data for this event
is rather scarce, and our tentative identification of the
maximum might be wrong (see Fig. 6).
It is important to stress that these last estimates of

the ejected mass and energy are quite general. For ex-
ample it has been suggested that the late radio flares
arise from delayed outflows (Cendes et al. 2022, 2023;
Teboul & Metzger 2023; Lu et al. 2023). Since in most
cases the emission is optically thin (at least the high fre-
quency part of the radio spectra) then, regardless of the
launching time, these mass and energy estimates should
be valid and current mass estimation already constrains
the scenario that produce those delayed outflows.
TM: Do you mind if I restore the following discussion

that the disk outflow from standard-to-ADAF transition
is unlikely as the origin of the delayed outflows? This
is because in the conference I heard that some people
do consider this possilibility. For example, an outflow
from a radiatively-ine�cient accretion flow formed by
a state transition of an accretion disk, has a di�culty
to produce the late flares. Late-time UV/optical obser-
vations found a flattening of light curves suggesting a
formation of an accretion disk (van Velzen et al. 2019;

Mummery et al. 2024). When the accretion rate be-
comes smaller than a critical value ṀRIAF ⇠ ↵2ṀEdd

(Yuan & Narayan 2014), the disk cannot cool e�ciently
via radiation and hot accretion flow is formed (Ichimaru
1977; Narayan & Yi 1994), which is accompanied by a
strong outflow (Blandford & Begelman 1999). Here, ↵
is the viscous parameter (Shakura & Sunyaev 1973) and
ṀEdd = LEdd/(⌘c2) ' 1.8 ⇥ 10�4 M� yr�1 ⌘�1

�1
M•,6 is

the mass accretion rate corresponding to the Edding-
ton luminosity with the radiative e�ciency of ⌘ = 0.1.
Since the estimation of the transition timescale sensi-
tively depends on the disk model (e.g., Cannizzo et al.
1990; Shen & Matzner 2014; Murase et al. 2020), here we
phenomenologically assume that the transition happens
at tdelay ⇠ 103 day and estimated the outflow mass

Mwind ⇠ ṀRIAFtdelay

⇠ 6.1⇥ 10�4 M� ↵2

�1
M•,6

✓
tdelay
103 day

◆
, (28)

which is smaller than the estimated outflow mass as
shown in Fig. 11.

3. SUMMARY

Late-time TDE radio flares (Horesh et al. 2021b; Cen-
des et al. 2022; Goodwin et al. 2022; Perlman et al. 2022;
Sfaradi et al. 2022; Cendes et al. 2023; Goodwin et al.
2023b; Somalwar et al. 2023; Sfaradi et al. 2024; Zhang
et al. 2024; Christy et al. 2024) are an intriguing part
of the TDE puzzle. Some cases, notably AT2018hyz,
show a late-time very steep rise. Those late radio flare
arise from o↵-axis relativistic jets that are slowing down
and whose beamed emission is coming into our line of
sight (Matsumoto & Piran 2023; Beniamini et al. 2023;
Sfaradi et al. 2024). However, o↵-axis relativistic jets
cannot explain all events and in particular Matsumoto
& Piran (2023) have shown that the observed radio light
curve of AT2019dsg is incompatible with this interpre-
tation.
We propose, here, a novel model to explain some of the

late-time radio flares. In this model the density profile
around the SMBH flattens outside of the Bondi radius.
An outflow expanding at a constant velocity can natu-
rally produce the observed double-peak radio light curve
(Fig. 2) as seen for AT2019dsg and AT2020vwl. The
first peak is produced by a transition from SSA-thick
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Figure 8. Observationally identified (stars) or constrained

(arrows) minima in radio light curves. Diagonal lines rep-

resent contours of fixed ISM density. The top horizontal

axis shows the Bondi radius corresponding to the minimum

timescale. These contours and axis are obtained for param-

eters of p = 2.5, εe = 0.1, εB = 0.01, β = 0.1, ftmin = 1, and

fLmin = 10.

Figure 9. The same as Fig. 8 with the Bondi radius and

the ISM density as horizontal and vertical axes, respectively.

The top horizontal axis shows the corresponding BH mass

estimated for T = 107 K.

ergy of the outflow if the outflow’s velocity is known,
for example, from an analysis of the first peak. For our
sample, the estimated BH masses, ! 3 × 106 M⊙, are
within a range of a typical SMBH mass (Fig. 9). The
estimated ejecta mass (Fig. 11), which is " 0.01M⊙, is
consistent with the one expected from unbound debris

Figure 10. The same as Fig. 8 but for the second peak.

Note that the data for PS16dtm is rather scarce, and hence,

the estimates are less certain.

Figure 11. The same as Fig. 11 but for the second peak,

which constrains the ejecta mass and ISM density. The top

horizontal axis shows the corresponding kinetic energy for

β = 0.1. Note that the data for PS16dtm is rather scarce,

and hence, the estimates are less certain.

(Krolik et al. 2016) or from the reprocessed outflow for
optical emissions (Metzger & Stone 2016).
To summarize, we have outlined a model for the pro-

duction of late-radio flares from TDEs and interpreta-
tion of their observations. Current data is, in practically
all cases, insufficient, and as such, we compared it only
to a simplified model that ignores the velocity distribu-
tion within the outflow. Further detailed observations,
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Figure 7. Density profiles adopted to depict the light

curves of individual objects in Figs. 5 and 6. The color

scheme is the same as in those figures. Squares represent

density profiles obtained by the equipartition analysis of the

early light curve (the same as those shown in Fig. 1).

Cendes et al. (2023): PS16dtm showing a late-time op-
tically thin maximum, and ASSASN14ae showing a fast
rise at ≃ 2000 days. Clearly, these events do not have
enough data to obtain a unique fit. Still, we present
in Fig. 6 a tentative fit whose parameters are given in
Table 2. We demonstrate in the following that some in-
formation on the source can be obtained even with such
minimal data.

2.3. Parameters Inference

The emission after the first peak is described by an
optically thin synchrotron. Thus, the radio reflects the
density profile of the surrounding medium and the out-
flow dynamics. Clearly, a good fit to the whole light
curve directly provides the density profile of the CNM
and the ISM surrounding the SMBH. Such curves are
shown in Fig. 7 for the events discussed earlier.
We can constrain the parameters characterizing the

radio light curve and the density even when we do not
have the complete light-curve data, but the minimum
or the second peak is well identified. When a radio
light curve has a minimum at tmin with (νLν)min and
given the ejecta velocity, for example from earlier obser-
vations, these observables give estimates of the Bondi

radius and the ISM density:

RB ≃ vtmin/ftmin ≃ 7.8× 1016 cmβ−1tmin,300dayf
−1
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,
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where we used Eqs. (14) and (16), and the minimum
timescale is normalized by 300 days.
Figs. 8 and 9 demonstrate how these relations con-

strain RB and nISM assuming all events share the same
parameters of p = 2.5, εe = 0.1, εB = 0.01, and β = 0.1.
Realistically, each event has different parameter values
and they cannot be put in the same figure. In Fig. 8,
ISM density contours are drawn along with observed
events. Identifying the minimum is possible only for
AT2019dsg and AT2020vwl, which show a secondary
rise. Other events showing a rising light curve with
an optically thin SED put only upper limits on the
timescale and luminosity of the minima. In Fig. 9, we
recast the relations and draw minimum timescale and lu-
minosity contours. Intriguingly, constraining the Bondi
radius allows us to infer the BH mass up to the un-
certainty of the ISM sound velocity (or, equivalently,
the ISM temperature). As an example, we add an axis
for the BH mass at the top of the figure, assuming
T = 107 K. For the observed events, the BH mass is
constrained to be ! 106 M⊙, similar to expected values
for typical TDEs (Ryu et al. 2020; Hammerstein et al.
2023; Yao et al. 2023).
The timescale and luminosity of the second peak (or,

more generally, a radio peak caused by a deceleration of
an optically-thin outflow) constrain the ejecta mass and
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The second equation is basically the same as Eq. (24)
but for the timescale and luminosity of the second peak.
These relations are shown in Figs. 10 and 11 similarly to
the minima discussed earlier. A relatively secure identi-
fication of the second peak is possible only for PS16dtm.
Other events showing a rise give only lower limits on t2nd
and (νLν)2nd.
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Cendes et al. (2023): PS16dtm showing a late-time op-
tically thin maximum, and ASSASN14ae showing a fast
rise at ≃ 2000 days. Clearly, these events do not have
enough data to obtain a unique fit. Still, we present
in Fig. 6 a tentative fit whose parameters are given in
Table 2. We demonstrate in the following that some in-
formation on the source can be obtained even with such
minimal data.

2.3. Parameters Inference

The emission after the first peak is described by an
optically thin synchrotron. Thus, the radio reflects the
density profile of the surrounding medium and the out-
flow dynamics. Clearly, a good fit to the whole light
curve directly provides the density profile of the CNM
and the ISM surrounding the SMBH. Such curves are
shown in Fig. 7 for the events discussed earlier.
We can constrain the parameters characterizing the

radio light curve and the density even when we do not
have the complete light-curve data, but the minimum
or the second peak is well identified. When a radio
light curve has a minimum at tmin with (νLν)min and
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where we used Eqs. (14) and (16), and the minimum
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Realistically, each event has different parameter values
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minosity contours. Intriguingly, constraining the Bondi
radius allows us to infer the BH mass up to the un-
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the ISM temperature). As an example, we add an axis
for the BH mass at the top of the figure, assuming
T = 107 K. For the observed events, the BH mass is
constrained to be ! 106 M⊙, similar to expected values
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and they cannot be put in the same figure. In Fig. 8,
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events. Identifying the minimum is possible only for
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rise. Other events showing a rising light curve with
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recast the relations and draw minimum timescale and lu-
minosity contours. Intriguingly, constraining the Bondi
radius allows us to infer the BH mass up to the un-
certainty of the ISM sound velocity (or, equivalently,
the ISM temperature). As an example, we add an axis
for the BH mass at the top of the figure, assuming
T = 107 K. For the observed events, the BH mass is
constrained to be ! 106 M⊙, similar to expected values
for typical TDEs (Ryu et al. 2020; Hammerstein et al.
2023; Yao et al. 2023).
The timescale and luminosity of the second peak (or,
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an optically-thin outflow) constrain the ejecta mass and
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The second equation is basically the same as Eq. (24)
but for the timescale and luminosity of the second peak.
These relations are shown in Figs. 10 and 11 similarly to
the minima discussed earlier. A relatively secure identi-
fication of the second peak is possible only for PS16dtm.
Other events showing a rise give only lower limits on t2nd
and (νLν)2nd.
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Figure 8. Observationally identified (stars) or constrained

(arrows) minima in radio light curves. Diagonal lines rep-

resent contours of fixed ISM density. The top horizontal

axis shows the Bondi radius corresponding to the minimum

timescale. These contours and axis are obtained for param-

eters of p = 2.5, "e = 0.1, "B = 0.01, and � = 0.1.

Figure 9. The same as Fig. 8 with the Bondi radius and

the ISM density as horizontal and vertical axes, respectively.

The top horizontal axis shows the corresponding BH mass

estimated for T = 107 K.

to SSA-thin optical depth (at the observed frequency)
within a decreasing density profile as suggested by pre-
vious observations (e.g., Krolik et al. 2016; Alexander
et al. 2016; Anderson et al. 2020). However, we found
that depending on the slope of the density profile the
first peak may not always appear (see the left panel of
Fig. 4). In particular for density profiles shallower than

Figure 10. The same as Fig. 8 but for the second peak.

Note that the data for PS16dtm is rather scarce, and hence,

the estimates are less certain.

Figure 11. The same as Fig. 11 but for the second peak,

which constrains the ejecta mass and ISM density. The top

horizontal axis shows the corresponding kinetic energy for

� = 0.1. Note that the data for PS16dtm is rather scarce,

and hence, the estimates are less certain.

R�3/2, which are expected for Bondi accretion, the light
curve rises monotonically. In cases when the first peak
appears, the radio light curve declines until the outflow
reaches the Bondi radius at ⇠ 1017 cm (see Eq. 1). Be-
yond the Bondi radius a constant density profile is ex-

2nd peak in light curve=>outflow mass
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Figure 7. Density profiles adopted to depict the light

curves of individual objects in Figs. 5 and 6. The color

scheme is the same as in those figures. Squares represent

density profiles obtained by the equipartition analysis of the

early light curve (the same as those shown in Fig. 1).

Cendes et al. (2023): PS16dtm showing a late-time op-
tically thin maximum, and ASSASN14ae showing a fast
rise at ≃ 2000 days. Clearly, these events do not have
enough data to obtain a unique fit. Still, we present
in Fig. 6 a tentative fit whose parameters are given in
Table 2. We demonstrate in the following that some in-
formation on the source can be obtained even with such
minimal data.

2.3. Parameters Inference

The emission after the first peak is described by an
optically thin synchrotron. Thus, the radio reflects the
density profile of the surrounding medium and the out-
flow dynamics. Clearly, a good fit to the whole light
curve directly provides the density profile of the CNM
and the ISM surrounding the SMBH. Such curves are
shown in Fig. 7 for the events discussed earlier.
We can constrain the parameters characterizing the

radio light curve and the density even when we do not
have the complete light-curve data, but the minimum
or the second peak is well identified. When a radio
light curve has a minimum at tmin with (νLν)min and
given the ejecta velocity, for example from earlier obser-
vations, these observables give estimates of the Bondi

radius and the ISM density:
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where we used Eqs. (14) and (16), and the minimum
timescale is normalized by 300 days.
Figs. 8 and 9 demonstrate how these relations con-

strain RB and nISM assuming all events share the same
parameters of p = 2.5, εe = 0.1, εB = 0.01, and β = 0.1.
Realistically, each event has different parameter values
and they cannot be put in the same figure. In Fig. 8,
ISM density contours are drawn along with observed
events. Identifying the minimum is possible only for
AT2019dsg and AT2020vwl, which show a secondary
rise. Other events showing a rising light curve with
an optically thin SED put only upper limits on the
timescale and luminosity of the minima. In Fig. 9, we
recast the relations and draw minimum timescale and lu-
minosity contours. Intriguingly, constraining the Bondi
radius allows us to infer the BH mass up to the un-
certainty of the ISM sound velocity (or, equivalently,
the ISM temperature). As an example, we add an axis
for the BH mass at the top of the figure, assuming
T = 107 K. For the observed events, the BH mass is
constrained to be ! 106 M⊙, similar to expected values
for typical TDEs (Ryu et al. 2020; Hammerstein et al.
2023; Yao et al. 2023).
The timescale and luminosity of the second peak (or,

more generally, a radio peak caused by a deceleration of
an optically-thin outflow) constrain the ejecta mass and
ISM density:
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The second equation is basically the same as Eq. (24)
but for the timescale and luminosity of the second peak.
These relations are shown in Figs. 10 and 11 similarly to
the minima discussed earlier. A relatively secure identi-
fication of the second peak is possible only for PS16dtm.
Other events showing a rise give only lower limits on t2nd
and (νLν)2nd.
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timescale is normalized by 300 days.
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and they cannot be put in the same figure. In Fig. 8,
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certainty of the ISM sound velocity (or, equivalently,
the ISM temperature). As an example, we add an axis
for the BH mass at the top of the figure, assuming
T = 107 K. For the observed events, the BH mass is
constrained to be ! 106 M⊙, similar to expected values
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fication of the second peak is possible only for PS16dtm.
Other events showing a rise give only lower limits on t2nd
and (νLν)2nd.
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Summary
• Tidal Disruption Events: Flares in galactic centers
• Optical & X-ray observations:
　　-Origin of optical emission is still not well understood.
　　-Reprocessing, shock, cooling envelope?
　　-But global simulations give insights.
　　-Population studies by observations will be promising 

• Rate: 0.001-0.01 of supernovae
• Post star burst galaxy preference?
• Late time plateau, IR flares, Multi-peak events
• Radio: Probe of environment and outflow


