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It is important to study nuclear composition and energy spectrum near knee region and search for high energy $\gamma$-rays sources. For this purpose, we designed GRAPES-3 as high density air shower array with large area muon detector. We study short and long term cosmic ray variation also with large area muon detector. Here we report following results : 1) the mean mass number gradually increases through the knee region and predictions of SIBYLL agree with JACEE results, but some discrepancy is seen between QGSJET and JACEE, 2) we found clear trend to observe Loss-Cone precursor decrease with greater frequency before a large Forbush decrease and 3) Our analysis shows the existence of Tail-IN sidereal anisotropy in 5 years data. Addition to them we report new detector development also.

## 1. Introduction

Primary cosmic ray energy spectrum index changes around knee region, $3 \times 10^{15} \mathrm{eV}$, from $\sim-2.7$ to $\sim-3.1$. It is important to know precise data when we think acceleration and propagation mechanism of cosmic rays. This information will give restriction to models. Direct measurement such as satellite based experiment at knee region has difficulty due to low flux. Extensive air shower experiment is only practical way for them. Many air shower experiments were carried out so far. However, conclusion is not yet given.
Sun is the only one object that we can observe directly and precisely in the cosmos. Extrapolation of the models for cosmic ray particle acceleration and propagation at sun to very high energy has meaning. For this purpose, we can observe long and short-term variation. Mainly we can get acceleration information from short-term variation and propagation from long-term variation.
GRAPES-3 experiment has been designed to have high density scintillation detectors and large area muon detectors. High density scintillation detectors allow to get precise data of electro-magnetic component to estimate primary cosmic ray energy and direction. We estimate ratio of nuclear species by comparison observation and Monte Carlo simulation of relation between shower size and number of muons. This data is useful to reject back ground from high energy gamma-ray data. Large area muon detectors are used for measurement of cosmic ray variation. Rigidity cut off of primary cosmic ray is about 17 GV for vertical muon and median energy of primary proton is estimated as about 60 GeV .

Monte Carlo simulation is used to reconstruct the shower in the atmosphere and estimate properties of primary

We reported diffuse gamma ray results at previous conference [1]. Here we report result for nuclear composition, short and long-term variation of cosmic ray.

## 2. Detectors

The GRAPES-3 air shower array is located at Ooty in southern India ( 2200 m altitude, $11.4^{\circ} \mathrm{N}, 76.7^{\circ} \mathrm{E}$ ). It consists of 288 scintillation detectors to measure the electro-magnetic component and about 3700 proportional counters to detect muon component in showers and low energy cosmic rays. In Fig. 1 a schematic layout of the GRAPES-3 array is shown. It is desirable to make reliable measurements on the energy spectrum at lower energies, around $10^{13}-10^{14} \mathrm{eV}$ using the EAS technique in order to have an overlap
with direct measurements and to understand the systematic. A good agreement between direct and EAS measurements at these energies would provide required confidence in measurements at UHE. Further, measurements over entire energy range of interest, $3 \times 10^{13}-3 \times 10^{16} \mathrm{eV}$ should be made with same array to minimize possible systematic errors. Fig. 1 also shows 16 squares in the north-west region (Fig 2). Each of these squares represents a 4-layers muon-tracking detector with an energy threshold of 1 GeV for vertical muons. Each layer consists of 58 proportional counters, each 6 m long with $10 \times 10 \mathrm{~cm}^{2}$ cross sectional area. This large area, muon detector has been designed for studies on the composition of primary cosmic rays and studies on cosmic sources of UHE gamma rays. Large area muon detector is also required for observations on muons produced by lower energy protons that are affected by phenomena occurring on the Sun, such as solar flares and coronal mass ejections leading to magnetic disturbances around the Earth. The arrival direction of detected muon is categorized into $15 \times 15$ directional cells. The total area of 16 muon telescopes is $560 \mathrm{~m}^{2}$. Statistical accuracy of hourly count in each cell is $0.1 \% \sim 0.3 \%[2][3]$.


Figure 1. Schematic layout of GRAPES-3 air shower detectors.
Small square shows $1 \mathrm{~m}^{2}$ scintillation detectors.
Large square shows $35 \mathrm{~m}^{2}$ muon detectors each.


Figure 2. Full view of GRAPES-3 Air Shower Array


Figure 3. Schematic of a muon detector module showing 4 layers of proportional counters embedded within concrete blocks.

## 3. Nuclear composition

A total of $6 \times 10^{8}$ showers observed during two years of run in 2000 and 2001 (about 560 live days) have been analyzed. Each shower parameter, i.e. shower size, age parameter and core location, are estimated from lateral distribution of particles with a Maximum Likelihood Method fit to NKG function. Arrival direction of shower is estimated from the timing data. The muon tracks are reconstructed using tracking muon detectors to agree with shower direction and arrival time. They help to reduce the background of muon. Reconstructed showers are selected to be within a fiducial area and 80 m away from center of muon detectors, which is shown as yellow (or gray) area in Fig. 4, to reject showers that have unreliable information due to situated outside or edge of the array and to prevent saturation of muon detectors. In Fig. 5, average number of detected muon is shown for a given shower size. CORSIKA MC(v6.02)[4] results are also shown for proton and iron nuclei. The $\mathrm{N}_{\mathrm{e}}-\mathrm{N}_{\mu}$ relation features the primary nuclear composition [5]. Results bases on hadronic interaction models, QGSJET and SIBYLL, are presented here. The energy spectrum of each component can be extracted from the shapes of muon multiplicity distributions. Fig. 6 shows the muon multiplicity distributions from observation and MC's after fitting them to the observations to estimate relative abundance for each component for $\mathrm{N}_{\mathrm{e}}$ range $6.0<\log \left(\mathrm{N}_{\mathrm{e}}\right)<6.2$ as a sample. Here, the ratio of abundance of aluminum to iron is fixed to 0.8 , because it is difficult to separate them. This value was decided from extrapolation of low energy observations by RUNJOB. The relations between shower size and primary energy are calculated by MC for each mass groups and the primary energies are converted from shower size as explained below.


Figure 4. Accepted area of shower core location shown in yellow (or gray) area is located inside the array but $>80 \mathrm{~m}$ away from center of muon detectors


Figure 5. Relation between shower size and average number of muons. Red and blue lines show MC results for proton and iron primaries. Dependence on the hadronic interaction models is represent-ed by QGSJET (fat lines) and SIBYLL (fine lines)


Figure 6. Muon multiplicity distributions classi-fied by shower size. Observations are shown black. MC (QGSJET) results for proton, helium, nitrogen, aluminum and iron are shown in red, green, light blue, violet and blue respectively. MC distributions are fitted to observations to estimate relative abundance for each.

The MC is carried out using $\mathrm{E}^{-2.7}$ spectrum and then the MC showers are subjected to same cuts as observational data. They are binned according to shower size and then the mean energy $<\log (\mathrm{E})>$ for each bin is calculated.

The energy spectra and mean mass values derived from GRAPES-3 data are shown and compared with other observations in Fig. 7, 8, 9 and 10.


Figure 7. A comparison proton and helium energy spectra with other observations, RUNJOB, Tibet, EAS-TOP etc. from Kobayakawa et al.[6].


Figure 9. A comparison of all-particle energy spectra. GRAPES-3 compared with RUNJOB, Tibet, Akeno, CASA-DICE, CASA-MIA, CASA-BLANCA etc. [6].


Figure 8. A comparison of energy spectra of CNO, medium heavy and iron groups with other observations. The flux of CNO and Fe-groups is multiplied by 10 and $1 / 100$, respectively [6].


Figure 10. A comparison of mean mass ( $<\ln \mathrm{A}>$ ) for GRAPES-3 with JACEE, RUNJOB, CASA-DICE, CASAMIA, CASA-BLANCA, EAS-TOP, KASCADE, Chacaltaya etc. [6].

In Fig. 9, the effect of interaction models is relatively small and flux from QGSJET is only $20 \%$ higher than SIBYLL result. No disagreement with other experiments is found for both models with all-particle spectra. However, there are significant differences in the flux for each component. In Fig. 7 and 8, QGSJET flux is higher for proton, and SIBYLL is higher in heavier component. Since direct observations are good checks on the interaction model, a comparison of direct results from JACEE with QGSJET and SIBYLL shows good agreement with SIBYLL and some disagreement with QGSJET results.

A comparison of the mean masses is shown in Fig. 10. SIBYLL has $0.7 \sim 0.8$ larger $<\ln \mathrm{A}>$ than QGSJET. Both have tendency to increase $<\ln \mathrm{A}>$ above $10^{6} \mathrm{GeV}$. Here, SIBYLL has good agreement with direct measurements, too. Some models are suggested to reproduce knee in the energy spectrum. In Fig. 11, plots of mean mass number that are expected from various knee models are shown [7] and results from SIBYLL, which is one of the most reliable model of hadronic interactions are also shown. Results from the following models of knee, (A) Acceleration in supernova remnants, (B) Acceleration by supernova shocks, (C) The single-source model, (D) The minimum-path-length model, (E) Drift in the global regular magnetic field of the Galaxy and (F) Diffusion and drift are shown in Fig. 11. (A) ~ (C) expect knee appears due to acceleration mechanisms, $(\mathrm{D}) \sim(\mathrm{F})$ it is due to propagation and leakage. In these, similar results are obtained from "(F) Diffusion and drift" model by comparison of energy spectrum for each mass component. In Fig. 12 , CNO flux is $1 / 3$ smaller than SIBYLL, though it has good agreement in proton and helium spectra. In the above, there is no model that agrees with our results completely, although "Diffusion and drift" model has almost same results as our data.


Figure 11. A comparison of GRAPES-3 results with SIBYLL using six models of the knee from J.R. Hoerandel[71.


Figure 12. Diffusion and drift (F) knee model by E. Roulet[8] and GRAPES-3 results using SIBYLL.

## 4. The Loss-Cone Precursor Decrease (LCPD)

From 1 March 2001 to 31 December 2002, a total 659 days of data were analyzed. Forbush decrease (FD) events were selected from this dataset. For the analysis, FOV was divided into 9 directional cells as shown in Fig. 13. From hourly count rate data for these 9 cells, the FD events were searched for. FD candidate were selected under the condition that any one of the 9 cells showed a deficit greater than $0.4 \%$ between minimum intensity of current 24 hours and the up-coming 24 hours period. The start-time of FD is defined by the time when intensity decreased lower than lowest intensity in current 24 hours. The amplitude of FD is defined by maximum deficit among the data of 9 cells. The empty histogram in black, in Fig 15 corresponds to an FD candidate as described above. Some of those events with amplitude smaller than $0.6 \%$ were rejected during this analysis due to a gradual slope.


Figure 13. $15 \times 15$ cells in FOV. The FOV was reconfigured into 9 (NW,N,NE,W,V,E,SW,S,SE) also for this analysis.


Figure 14. Asymptotic Viewing direction at the median rigidity of muon telescope in geographical coordinate.


Figure 15. Distribution of the amplitude of observed Forbush decreases.


Figure 16. An example of subtraction of background anisotropy. (2001/3/25-26)

It is already known from earlier works [9] that some of the LCPD anisotropy seems to have a relatively broad 2-dimension structure. In such a case, the limited FOV of the telescope does not permit an accurate measurement of amplitude of the anisotropy. To evaluate amplitude correctly, it is necessary to estimate the solar diurnal anisotropy. For this purpose the data are separated into units of 24 hours duration (start from 5 h in UTC) and each unit was categorized into one of the three types "A", "B" and " $\mathbf{N}$ " using the following criteria.
(A): Data unit include start of FD and following two data units were defined as category "A"
(B): Data unit includes period before the start of the FD. Two data units prior to the units that include start of FD were defined as category " $B$ ". If a unit is included in "A" also, the unit is categorized into " B ".
$(\mathbf{N})$ : Data units those were not included neither "A" nor "B". Number of data sets in each category is 136 units in "A", 84 units in "B", 27 units in "B" and 412 units in "N" data.
We have used the central 169 out of 225 directional cells as the FOV. Loss-Cone (LC) search were done for all category of data. In this analysis, relative intensity in the data unit is used hereafter. The observing direction of each cell is defined as asymptotic arrival direction of median rigidity particles. Shape of large scale anisotropy such as solar diurnal anisotropy or Swinson flow can be estimated using data points in the direction of GSE longitude $0^{\circ}-270^{\circ}$. The estimations were done by fitting a spherical harmonic function to the observed data. Up to second order harmonics and linear function of time were used for fitting. The second harmonics is to reduce the residuals due to approximate knowledge of the observing direction.

Common variation was assumed as a linear function of time. In the case of data in category "A", a total of 17 sets could not be fitted due to complicated intensity variation caused by FD. After obtaining the shape of diurnal anisotropy, residual between best fit function and the data are calculated for each data point. At each $5^{\circ}$, mean residuals are calculated using data points within the opening angle of $5^{\circ}$.
The top two panel of Fig. 16 are an example of observed anisotropy and best of fit large scale anisotropy estimated by the method described above. Bottom two panels on Fig. 16 show a residual after subtracting best of fit anisotropy from observed data. Bottom right panel shows the histogram of residual values in the direction of GSE $270^{\circ} \sim 360^{\circ}$. From eye-scan analysis, it is known that for LCPD events, the histograms have significant distribution below $-0.35 \%$. Thus in this analysis we defined the integrated value of this histogram below $-0.35 \%$ as $\Sigma d_{0.35}$. Using this $\Sigma d_{0.35}$ parameter, it becomes possible to evaluate local anisotropy near IMF more objectively even with data from a single station. Following table lists frequency of observed $\Sigma d_{0.35}$ value in each category.

Table 1: Frequency of observing $\Sigma d_{0.35}$ under several condition.

| $\sum d_{0.35}$ value | Observed m " N " Data | Observed m " "B" Data |
| :---: | :---: | :---: |
| $\sum d_{0.35} \leq-10$ | 13 days $/ 410 \mathrm{~N}$ data | $13 / 84 \mathrm{~B}$ data |
| $\sum d_{0.35} \leq-20$ | 8 days $/ 410 \mathrm{~N}$ data | $8 / 84 \mathrm{~B}$ data |
| $\sum d_{0.35} \leq-30$ | 5 days $/ 410 \mathrm{~N}$ data | $3 / 84 \mathrm{~B}$ data |
| $\sum d_{0.35} \leq-40$ | 3 days $/ 410 \mathrm{~N}$ data | 3/84 B data |
| $\sum d_{0.35} \leq-50$ | 2 days $/ 410 \mathrm{~N}$ data | 3/84 B data |



Figure 17. Frequency of Fds which follows LCPD evaluated by $\Sigma d_{0.35}$ parameter as displayed in the same histogram.


Figure 18. Relation between FD amplitude and amplitude of $\operatorname{LCPD}\left(\Sigma d_{0.35}<-10.0\right)$

During 13 days which show $\Sigma d_{0.35}<-10.0$ were found from 84 days categorized " B ". With same conditions 13 days were found from category " N ". Thus it is clear that days showing large $\Sigma d_{0.35}$ value are concentrated before an FD rather than " N "(Normal) days. The chance probability to get this result is less than $10^{-5}$. By combining 4 events observed in "B" data, the correlation between FD amplitude and LCPD were obtained as Fig. 17. In Fig. 17, one can see a clear trend to observe LCPD with greater frequency before a large FD. These results which were expected from LCPD model proposed by Nagashima et.al [10][11]. Fig. 18 shows correlation between maximum of LC depth and following FD amplitude. This trend is also expected for the model in [10][11].

## 5. Sidereal anisotropy of Cosmic rays

Using data of five years (2000-2004) from GRAPES-3 muon telescopes, we obtained the sidereal time variation of primary cosmic rays. Our muon telescopes are able to measure the incidence direction of the cosmic ray with rather good accuracy ( 7 degrees). The data were classified according to the direction (polarity) (Toward and Away) of IMF. The polarity of each day was determined from the satellite data of ACE level 2. Calculating the 72 hours running average we adopted the value of 22 h UT for the polarity of the corresponding day. The muon telescope consists of a total of 16 modules (each module has an effective area of $35 \mathrm{~m}^{2}$, total area of $560 \mathrm{~m}^{2}$ ) resulting in smallest statistical error among all instruments operating in the world. The data for each direction is summed for one hour and the resulting counting rate is normalized by average value for the day and also corrected for barometric pressure [3]. In addition, in order to remove various systematic errors, we adopted the so call E-W method (refer to [12] for details) to obtain the sidereal time variation [13]. For a median energy of 60 GeV the sidereal time variation, there would be contamination due to the daily variation of pseudo sidereal time anisotropy called Swinson flow [14]. This anisotropy arises due to the gradient of cosmic rays in the vicinity of the Earth and the polarity (Toward, Away) of IMF. The amplitude (about $0.07 \%$ ) of anisotropy due to Swinson flow is larger than the expected genuine sidereal time anisotropy (about $0.03 \%$ ). The average anisotropy by Swinson flow should show the same variation with a phase difference of 12 hours with respect to the polarity of IMF. So, if we take average of the intensity for both polarities $(\mathrm{T}+\mathrm{A}) / 2$, then pseudo anisotropy due to Swinson flow can be cancelled and only a genuine anisotropy would be left in the data. In case of (T-A)/2 this effect of the original Swinson flow would be enhanced by a factor of 2 . These two sets of data namely, (T-A)/2 and (T+A)/2 observed by the GRAPES-3 muon telescopes, are shown in Fig. 19 and Fig. 20 for 5 years from 2000 to 2004. Each panel shows the sidereal time variation in an individual year. As one can see in these two figures that for each year the value fluctuates considerably. In the case of (T-A)/2 "Swinson flow" intensity variation should follow a sinusoidal wave with a maximum at a phase at 18 hours and a minimum at 6 hours for a long-term time average. The daily variation for each year is distorted in due to effect of "Swinson flow" in the case of single year data. It implies that single year data cannot be used to judge the genuine sidereal anisotropy.


Figure 19. (T-A)/2 data for each year


Figure 20. $(\mathrm{T}+\mathrm{A}) / 2$ data for each year

Therefore, the average of five years of data is taken and is shown for (T-A)/2 in Fig. 21 and (T+A)/2 in Fig. 22. As can be seen in Fig. 19, (T-A)/2, the phase of the minimum appears around 6 hours and the maximum near 18 hours. Thus averaging over five years has resulted in effect of Swinson flow being smoothed into a sine wave and the effect of pseudo sidereal anisotropy could be largely cancelled. Same thing is true for the genuine sidereal anisotropy as well. As seen in Fig. 20 for $(T+A) / 2$, there exist a clear excess at 6 hours, but no other clear excess or deficit can be seen in present analysis.


Figure 21. Averages of five years data for (T-A)/2 for north(N), vertical(V) and south(S) directions


Figure 22. Averages of five years data for (T-A)/2 for north(N), vertical(V) and south(S) directions


Figure 23. Sidereal anisotropy. Result is matching with Tail-in excess for phase and width.

Present analysis shows the existence of Tail-IN excess, but the Loss-cone deficit is not clearly seen. Since three years out of total of five years observation period happen to fall in the near maximum phase of solar activity, a strong disturbance due to this solar activity might have been hiding the Loss-cone type anisotropy. The energy of the cosmic rays connected with Tail-IN is considered to be lower than Loss-cone. The fact that the anisotropy is seen only at low energy in present analysis is somewhat difficult to understand. One of the possible explanation for this kind of Tail-IN anisotropy could be the difference between the "Nose" and "Tail" structure of the heliosphere which exists considerably deeper in the heliosphere than usually expected.

## 6. Further development



Figure 24. Density Spectrum of Dual PMT detector. Dynamic range extended to more than 1000 particles
We developed new type of scintillation detectors and circuit modules that have better performance for future extension of air shower array. Here we show 1) Dual PMT scintillation detectors with wave length shifting fiber[15] and 2) TDC module with CERN TDC32 chip[16] some of them.

## 1) Dual PMT scintillation detectors with wave length shifting fiber

We made dual PMT detector to avoid PMT output saturation. New detector configuration is followed. a) 4 blocks of plastic scintillators, each 2 cm thick and $50 \times 50 \mathrm{~cm}^{2}$ in area, b) 12 straight grooves for each blocks, c) 18 wave length shifting fibers for high gain PMT, d) 6 wave length shifting fibers for low gain PMT. Each fiber length is 1.3 m . We could improve compare with old cone type scintillation detectors, photon yield increased by about factor 2, position response uniformity becomes within $10 \%$ RMS include PMT response and dynamic range. Fig. 24 shows relation between high and low gain PMT density distribution. Linear range achieves more than 1000 particles.


Figure 25. Commercial TDC module (Phillips Scientifics TDC 7186) linearity check result.


Figure 26. Home made TDC module with CERN TDC32 chip linearity check result.

## 2) TDC module with CERN TDC32 chip

New TDC module can handle 31 channels and wide dynamic range. It has some advantages compare with commercial one, i.e. wider dynamic rage, better linearity, more freedom for timing between start and stop signal. Fig. 25 and 26 shows sample of commercial TDC module and home made module linearity check data. Commercial one has little deviation from linear.
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