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LIGO, Virgo Observational Run (O2) 
KAGRA 

地下へ潜ろう！ 
なぜ地下なのか？ 

(地下からの)重力波検出の将来 
3rd Generation Detectors 
Einstein Telescope 
Cosmic Explorer 
地下から宇宙の果てを見る
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重力波検出の現在

3

地上設置のレーザー干渉計型重力波検出器に
より、天体起源の重力波が観測された。
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ブラックホール連星合体の発見
初観測重力波は、大質量ブラックホール連星(Binary Black-Hole : 
BBH)合体が源 

いままで公開されているLIGOの検出の３例はすべてBBH
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properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.
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061102-2 from 35 Hz to a peak amplitude at 450 Hz. The signal-to-
noise ratio (SNR) accumulates equally in the early inspiral
(∼45 cycles from 35 to 100 Hz) and late inspiral to merger
(∼10 cycles from 100 to 450 Hz). This is different from the
more massive GW150914 binary for which only the last 10
cycles, comprising inspiral and merger, dominated the
SNR. As a consequence, the parameters characterizing
GW151226 have different precision than those of
GW150914. The chirp mass [26,45], which controls the
binary’s evolution during the early inspiral, is determined
very precisely. The individual masses, which rely on
information from the late inspiral and merger, are measured
far less precisely.
Figure 1 illustrates that the amplitude of the signal is less

than the level of the detector noise,where themaximum strain
of the signal is 3.4þ0.7

−0.9 × 10−22 and 3.4þ0.8
−0.9 × 10−22 in LIGO

Hanford and Livingston, respectively. The time-frequency
representation of the detector data shows that the signal is not
easily visible. The signal is more apparent in LIGO Hanford
where the SNR is larger. The SNR difference is predomi-
nantly due to the different sensitivities of the detectors at the
time. Only with the accumulated SNR frommatched filtering
does the signal become apparent in both detectors.

III. DETECTORS

The LIGO detectors measure gravitational-wave strain
using two modified Michelson interferometers located in
Hanford, WA and Livingston, LA [2,3,46]. The two
orthogonal arms of each interferometer are 4 km in length,
each with an optical cavity formed by two mirrors acting as
test masses. A passing gravitational wave alters the

FIG. 1. GW151226 observed by the LIGO Hanford (left column) and Livingston (right column) detectors, where times are relative to
December 26, 2015 at 03:38:53.648 UTC. First row: Strain data from the two detectors, where the data are filtered with a 30–600-Hz
bandpass filter to suppress large fluctuations outside this range and band-reject filters to remove strong instrumental spectral lines [46].
Also shown (black) is the best-match template from a nonprecessing spin waveform model reconstructed using a Bayesian analysis [21]
with the same filtering applied. As a result, modulations in the waveform are present due to this conditioning and not due to precession
effects. The thickness of the line indicates the 90% credible region. See Fig. 5 for a reconstruction of the best-match template with no
filtering applied. Second row: The accumulated peak signal-to-noise ratio (SNRp) as a function of time when integrating from the start of
the best-match template, corresponding to a gravitational-wave frequency of 30 Hz, up to its merger time. The total accumulated SNRp

corresponds to the peak in the next row. Third row: Signal-to-noise ratio (SNR) time series produced by time shifting the best-match
template waveform and computing the integrated SNR at each point in time. The peak of the SNR time series gives the merger time of
the best-match template for which the highest overlap with the data is achieved. The single-detector SNRs in LIGO Hanford and
Livingston are 10.5 and 7.9, respectively, primarily because of the detectors’ differing sensitivities. Fourth row: Time-frequency
representation [47] of the strain data around the time of GW151226. In contrast to GW150914 [4], the signal is not easily visible.
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After the first observing run, both LIGO detectors under-
went commissioning to reduce instrumental noise, and to
improve duty factor and data quality (see Sec. I in the
Supplemental Material [11]). For the Hanford detector, a
high-power laser stage was introduced, and as the first step
the laser power was increased from 22 to 30 W to reduce
shot noise [10] at high frequencies. For the Livingston
detector, the laser power was unchanged, but there was a
significant improvement in low-frequency performance
mainly due to the mitigation of scattered light noise.
Calibration of the interferometers is performed by

inducing test-mass motion using photon pressure from
modulated calibration lasers [12,13]. The one-sigma

calibration uncertainties for strain data in both detectors
for the times used in this analysis are better than 5% in
amplitude and 3° in phase over the frequency range 20–
1024 Hz.
At the time of GW170104, both LIGO detectors were

operating with sensitivity typical of the observing run to
date and were in an observation-ready state. Investigations
similar to the detection validation procedures for previous
events [2,14] found no evidence that instrumental or
environmental disturbances contributed to GW170104.

III. SEARCHES

GW170104 was first identified by inspection of low-
latency triggers from Livingston data [15–17]. An auto-
mated notification was not generated as the Hanford
detector’s calibration state was temporarily set incorrectly
in the low-latency system. After it was manually deter-
mined that the calibration of both detectors was in a
nominal state, an alert with an initial source localization
[18,19] was distributed to collaborating astronomers [20]
for the purpose of searching for a transient counterpart.
About 30 groups of observers covered the parts of the sky
localization using ground- and space-based instruments,
spanning from γ ray to radio frequencies as well as high-
energy neutrinos [21].
Offline analyses are used to determine the significance of

candidate events. They benefit from improved calibration
and refined data quality information that is unavailable to
low-latency analyses [5,14]. The second observing run is
divided into periods of two-detector cumulative coincident
observing time with ≳5 days of data to measure the false
alarm rate of the search at the level where detections can be
confidently claimed. Two independently designed matched
filter analyses [16,22] used 5.5 days of coincident data
collected from January 4, 2017 to January 22, 2017.
These analyses search for binary coalescences over a range

of possible masses and by using discrete banks [23–28] of
waveform templates modeling binaries with component
spins aligned or antialigned with the orbital angular momen-
tum [29]. The searches can target binary black hole mergers
with detector-frame totalmasses2M⊙≤Mdet≲100–500M⊙,
and spin magnitudes up to∼0.99. The upper mass boundary
of the bank is determined by imposing a lower limit on the
duration of the template in the detectors’ sensitive frequency
band [30]. Candidate events must be found in both detectors
by the same templatewithin 15ms [4]. This 15-mswindow is
determined by the 10-ms intersite propagation time plus an
allowance for the uncertainty in identified signal arrival times
of weak signals. Candidate events are assigned a detection
statistic value ranking their relative likelihood of being a
gravitational-wave signal: the search uses an improved
detection statistic compared to the first observing run [31].
The significance of a candidate event is calculated by
comparing its detection statistic value to an estimate of
the background noise [4,16,17,22]. GW170104was detected

FIG. 1. Time–frequency representation [9] of strain data from
Hanford and Livingston detectors (top two panels) at the time of
GW170104. The data begin at 1167559936.5 GPS time. The
third panel from the top shows the time-series data from each
detector with a 30–350 Hz bandpass filter, and band-reject filters
to suppress strong instrumental spectral lines. The Livingston
data have been shifted back by 3 ms to account for the source’s
sky location, and the sign of its amplitude has been inverted to
account for the detectors’ different orientations. The maximum-
likelihood binary black hole waveform given by the full-pre-
cession model (see Sec. IV) is shown in black. The bottom panel
shows the residuals between each data stream and the maximum-
likelihood waveform.
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GW150914 
簡単な周波数バ
ンドパスフィル
ターを通しただ
けで目視できる。

GW151226 
マッチドフィルター解
析の強力さを示す好例 
目視は無理。

GW170104 
解析結果を知っ
ていれば、目視
できる。
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Event GW150914 GW151226 LVT151012
Signal-to-noise ratio

r

23.7 13.0 9.7

False alarm rate
FAR/yr�1 < 6.0⇥10�7 < 6.0⇥10�7 0.37

p-value 7.5⇥10�8 7.5⇥10�8 0.045

Significance > 5.3s > 5.3s 1.7s

Primary mass
msource

1 /M�
36.2+5.2

�3.8 14.2+8.3
�3.7 23+18

�6

Secondary mass
msource

2 /M�
29.1+3.7

�4.4 7.5+2.3
�2.3 13+4

�5

Chirp mass
M source/M�

28.1+1.8
�1.5 8.9+0.3

�0.3 15.1+1.4
�1.1

Total mass
Msource/M�

65.3+4.1
�3.4 21.8+5.9

�1.7 37+13
�4

Effective inspiral spin
ceff

�0.06+0.14
�0.14 0.21+0.20

�0.10 0.0+0.3
�0.2

Final mass
Msource

f /M�
62.3+3.7

�3.1 20.8+6.1
�1.7 35+14

�4

Final spin af 0.68+0.05
�0.06 0.74+0.06

�0.06 0.66+0.09
�0.10

Radiated energy
Erad/(M�c2)

3.0+0.5
�0.4 1.0+0.1

�0.2 1.5+0.3
�0.4

Peak luminosity
`peak/(ergs�1)

3.6+0.5
�0.4 ⇥

1056
3.3+0.8

�1.6 ⇥
1056

3.1+0.8
�1.8 ⇥

1056

Luminosity distance
DL/Mpc 420+150

�180 440+180
�190 1000+500

�500

Source redshift z 0.09+0.03
�0.04 0.09+0.03

�0.04 0.20+0.09
�0.09

Sky localization
DW/deg2 230 850 1600

TABLE I. Details of the three most significant events. The false
alarm rate, p-value and significance are from the PyCBC analysis;
the GstLAL results are consistent with this. For source parameters,
we report median values with 90% credible intervals that include sta-
tistical errors, and systematic errors from averaging the results of
different waveform models. The uncertainty for the peak luminos-
ity includes an estimate of additional error from the fitting formula.
The sky localization is the area of the 90% credible area. Masses are
given in the source frame; to convert to the detector frame multiply
by (1+ z). The source redshift assumes standard cosmology [40].

The observed events begin to reveal a population of stellar-
mass black hole mergers. We use these signals to constrain the
rates of BBH mergers in the universe, and begin to probe the
mass distribution of black hole mergers. The inferred rates are
consistent with those derived from GW150914 [42]. We also
discuss the astrophysical implications of the observations and
the prospects for future Advanced LIGO and Virgo observing
runs.

The results presented here are restricted to BBH systems
with total masses less than 100M�. Searches for more mas-
sive black holes, compact binary systems containing neutron
stars and unmodeled transient signals will be reported else-
where.

This paper is organized as follows: Sec. II provides an
overview of the Advanced LIGO detectors during the first ob-
serving run, and the data used in the search. Sec. III presents
the results of the search, details of the two gravitational wave
events, GW150914 and GW151226, and the candidate event
LVT151012. Sec. IV provides detailed parameter-estimation
results for the events. Sec. V presents results for the consis-
tency of the two events, GW150914 and GW151226, with the
predictions of general relativity. Sec. VI presents the inferred
rate of stellar-mass BBH mergers, and VII discusses the im-
plications of these observations and future prospects. We in-
clude appendices that provide additional technical details of
the methods used. Appendix A describes the CBC search,
with A 1 and A 2 presenting details of the construction and
tuning of the two independently implemented analyses used
in the search, highlighting differences from the methods de-
scribed in [43]. Appendix B provides a description of the
parameter-estimation analysis and includes a summary table
of results for all three events. Appendix C and Appendix D
provide details of the methods used to infer merger rates and
mass distributions respectively.

II. OVERVIEW OF THE INSTRUMENTS AND THE DATA
SET

The two Advanced LIGO detectors, one located in Han-
ford, Washington (H1) and one in Livingston, Louisiana (L1)
are modified Michelson interferometers with 4-km long arms.
The interferometer mirrors act as test masses, and the pas-
sage of a gravitational wave induces a differential arm length
change which is proportional to the gravitational-wave strain
amplitude. The Advanced LIGO detectors came on line in
September 2015 after a major upgrade targeting a 10-fold im-
provement in sensitivity over the initial LIGO detectors [44].
While not yet operating at design sensitivity, both detectors
reached an instrument noise 3 to 4 times lower than ever mea-
sured before in their most sensitive frequency band between
100 Hz and 300 Hz [1]. The corresponding observable vol-
ume of space for BBH mergers, in the mass range reported
in this paper, was ⇠ 30 times greater, enabling the successful
search reported here.

The typical instrument noise of the Advanced LIGO de-
tectors during O1 is described in detail in [46]. In the left
panel of Figure 1 we show the amplitude spectral density of
the total strain noise of both detectors (

p
S( f )), calibrated in

units of strain per
p

Hz [47]. Overlaid on the noise curves of
the detectors, the waveforms of GW150914, GW151226 and
LVT151012 are also shown. The expected SNR r of a signal,
h(t), can be expressed as

r

2 =
Z •

0

�
2|h̃( f )|

p
f
�2

Sn( f )
dln( f ) , (1)

where h̃( f ) is the Fourier transform of the signal. Writing it in
this form motivates the normalization of the waveform plotted
in Figure 1 as the area between the signal and noise curves is
indicative of the SNR of the events.

GW170104

with a network matched-filter signal-to-noise ratio (SNR) of
13. At the detection statistic value assigned to GW170104,
the false alarm rate is less than 1 in 70 000 years of coincident
observing time.
The probability of astrophysical origin Pastro for a candi-

date event is found by comparing the candidate’s detection
statistic to a model described by the distributions and rates of
both background and signal events [8,32,33]. The back-
ground distribution is analysis dependent, being derived from
the background samples used to calculate the false alarm rate.
The signal distribution can depend on themass distribution of
the source systems; however, we find that different models
of the binary black hole mass distribution (as described in
Sec. VI) lead to negligible differences in the resulting value of
Pastro. At the detection statistic value of GW170104, the
background rate in bothmatched filter analyses is dwarfed by
the signal rate, yielding Pastro > 1 − ð3 × 10−5Þ.
An independent analysis that is not based on matched

filtering, but instead looks for generic gravitational-wave
bursts [2,34] and selects events where the signal frequency
rises over time [35], also identified GW170104. This
approach allows for signal deviations from the waveform
models used for matched filtering at the cost of a lower
significance for signals that are represented by the consid-
ered templates. This analysis reports a false alarm rate of
∼1 in 20 000 years for GW170104.

IV. SOURCE PROPERTIES

The source parameters are inferred from a coherent
Bayesian analysis of the data from both detectors [36,37].
As a cross-check, we use two independent model-waveform
families. Both are tuned to numerical-relativity simulations
of binary black holes with nonprecessing spins, and intro-
duce precession effects through approximate prescriptions.
One model includes inspiral spin precession using a single
effective spin parameter χp [38–40]; the other includes the
generic two-spin inspiral precession dynamics [41–43]. We
refer to these as the effective-precession and full-precession
models, respectively [44]. The two models yield consistent
results. Table I shows selected source parameters for
GW170104; unless otherwise noted, we quote the median
and symmetric 90% credible interval for inferred quantities.
The final mass (or equivalently the energy radiated), final
spin, and peak luminosity are computed using averages of fits
to numerical-relativity results [45–49]. The parameter uncer-
tainties include statistical and systematic errors from aver-
aging posterior probability distributions over the two
waveform models, as well as calibration uncertainty [37]
(and systematic uncertainty in the fit for peak luminosity).
Statistical uncertainty dominates the overall uncertainty as a
consequence of the moderate SNR.
For binary coalescences, the gravitational-wave frequency

evolution is primarily determined by the component masses.
For highermass binaries, merger and ringdown dominate the

signal, allowing good measurements of the total mass M ¼
m1 þm2 [53–57]. For lower mass binaries, like GW151226
[3], the inspiral is more important, providing precision
measurements of the chirp mass M ¼ ðm1m2Þ3=5=M1=5

[58–61]. The transition between the regimes depends upon
the detectors’ sensitivity, and GW170104 sits between the

TABLE I. Source properties for GW170104: median values
with 90% credible intervals. We quote source-frame masses; to
convert to the detector frame, multiply by (1þ z) [50,51]. The
redshift assumes a flat cosmology with Hubble parameter H0 ¼
67.9 km s−1 Mpc−1 and matter density parameter Ωm ¼ 0.3065
[52]. More source properties are given in Table I of the
Supplemental Material [11].

Primary black hole mass m1 31.2þ8.4
−6.0M⊙

Secondary black hole mass m2 19.4þ5.3
−5.9M⊙

Chirp mass M 21.1þ2.4
−2.7M⊙

Total mass M 50.7þ5.9
−5.0M⊙

Final black hole mass Mf 48.7þ5.7
−4.6M⊙

Radiated energy Erad 2.0þ0.6
−0.7M⊙c2

Peak luminosity lpeak 3.1þ0.7
−1.3 × 1056erg s−1

Effective inspiral spin parameter χeff −0.12þ0.21
−0.30

Final black hole spin af 0.64þ0.09
−0.20

Luminosity distance DL 880þ450
−390 Mpc

Source redshift z 0.18þ0.08
−0.07

FIG. 2. Posterior probability density for the source-framemasses
m1 and m2 (with m1 ≥ m2). The one-dimensional distributions
include the posteriors for the two waveform models, and their
average (black). The dashed lines mark the 90% credible interval
for the average posterior. The two-dimensional plot shows the
contours of the 50% and 90% credible regions plotted over a color-
coded posterior density function. For comparison, we also show
the two-dimensional contours for the previous events [5].
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LIGO, Virgo Observing Run (O2)
2016/11/30 : O2 start 

2017/1/4 : 3rd detection = GW170104 

2017/8/1 : Advanced Virgo joined  

2017/8/25 : O2 end

7https://www.ligo.caltech.eduVirgo LIGO (Hanford)
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検出レンジ
は、感度曲線
と連星の質量
に依存。

Example : LIGO O1
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KAGRA

© ICRR, university of Tokyo

under the mountain
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KAGRA

~280 persons (>80 affiliations )
▸ Underground 
▸ Kamioka mine 
▸ Silent and Stable 

▸ Cryogenic mirror 
▸ 20K 
▸ Sapphire substrate  

▸ 3km baseline 

▸ Schedule 
▸ 2010  : Construction start 
▸ early 2016  : 1st operation in normal temperature 
▸ early 2018 : cryogenic operation



KAGRAの現状
ロードマップ
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bKAGRA Phase １
低温マイケルソン干渉計
2018/3 試験運転

Initial KAGRA
室温マイケルソン干渉計
2016年3-4月に２週間の試験
運転を完遂

bKAGRA Phase 2
低温RSE干渉計

bKAGRA Phase 3
低温RSE干渉計
感度改善
観測運転開始
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Central area (2017.1.7)

Pre‐stabilized laser (2016.9.20) input mode cleaner suspension system
(2015.10.30)

Cryostat for input test mass (2016.9.20)



Cryo-Payload
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Cryo-Payload installed,

Also sapphire test bulk is cooling-down ~15K.



2G(第２世代)レーザー干渉計型重力波検出器
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http://rhcole.com/apps/GWplotter/
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観測シナリオ
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Prospects for Observing and Localizing GW Transients with aLIGO, AdV and KAGRA 7

LIGO

Virgo
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Fig. 2 The planned sensitivity evolution and observing runs of the aLIGO, AdV and KAGRA detectors
over the coming years. The colored bars show the observing runs, with the expected sensitivities given by
the data in Figure 1 for future runs, and the achieved sensitivities in O1 and in O2. There is significant
uncertainty in the start and end times of planned the observing runs, especially for those further in the future,
and these could move forward or backwards relative to what is shown above. The plan is summarised in
Section 2.2.

2015 – 2016 (O1) A four-month run (12 September 2015 – 19 January 2016) with the
two-detector H1L1 network at early aLIGO sensitivity (60 – 80 Mpc BNS range).
This is now complete.

2016 – 2017 (O2) A nine-month run with H1L1, joined by V1 for the final month.
O2 began on 30 November 2016, with AdV joining 1 August 2017 and ended on
25 August 2017. The expected aLIGO range was 80 – 120 Mpc, and the achieved
range was in the region of 60 – 100 Mpc; the expected AdV range was 20 – 65 Mpc,
and the initial range was 25 – 30 Mpc

2018 – 2019 (O3) A year-long run with H1L1 at 120 – 170 Mpc and with V1 at 65 –
85 Mpc beginning about a year after the end of O2.

2020+ Three-detector network with H1L1 at full sensitivity of 190 Mpc and V1 at
65 – 115 Mpc, later increasing to design sensitivity of 125 Mpc.

2024+ H1L1V1K1I1 network at full sensitivity (aLIGO at 190 Mpc, AdV at 125 Mpc
and KAGRA at 140 Mpc). Including more detectors improves sky localization [61,
62,63,64] as well as the fraction of coincident observational time. 2024 is the
earliest time we imagine LIGO-India could be operational.

This timeline is summarized in Figure 2; we do not include observing runs with
LIGO-India yet, as these are still to be decided. Additionally, GEO 600 will continue
observing, with frequent commissioning breaks, during this period. The observational
implications of these scenarios are discussed in Section 4.
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Fig. 1 Regions of aLIGO (top left), AdV (top right) and KAGRA (bottom) target strain sensitivities as a
function of frequency. The binary neutron star (BNS) range, the average distance to which these signals
could be detected, is given in megaparsec. Current notions of the progression of sensitivity are given for early,
mid and late commissioning phases, as well as the final design sensitivity target and the BNS-optimized
sensitivity. While both dates and sensitivity curves are subject to change, the overall progression represents
our best current estimates.

60 – 80 Mpc range. Subsequent observing runs have increasing duration and sensitivity.
O2 began 30 November 2016, transitioning from the preceding engineering run which
began at the end of October, and ended 25 August 2017. The achieved sensitivity
across the run has been typically in the range 60 – 100 Mpc [19]. Assuming that no
unexpected obstacles are encountered, the aLIGO detectors are expected to achieve a
190 Mpc BNS range by 2020. After the first observing runs, it might be desirable to
optimize the detector sensitivity for a specific class of astrophysical signals, such as
BNSs. The BNS range may then become 210 Mpc. The sensitivity for each of these
stages is shown in Figure 1.

The H2 detector will be installed in India once the LIGO-India Observatory is
completed, and will be configured to be identical to the H1 and L1 detectors. We refer
to the detector in this state as I1 (rather than H2). Operation at the same level as the
H1 and L1 detectors is anticipated for no earlier than 2024.

The AdV interferometer (V1) [4] officially joined O2 on 1 August 2017. We
aimed for an early step with sensitivity corresponding to a BNS range of 20 – 65 Mpc;
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function of frequency. The binary neutron star (BNS) range, the average distance to which these signals
could be detected, is given in megaparsec. Current notions of the progression of sensitivity are given for early,
mid and late commissioning phases, as well as the final design sensitivity target and the BNS-optimized
sensitivity. While both dates and sensitivity curves are subject to change, the overall progression represents
our best current estimates.

60 – 80 Mpc range. Subsequent observing runs have increasing duration and sensitivity.
O2 began 30 November 2016, transitioning from the preceding engineering run which
began at the end of October, and ended 25 August 2017. The achieved sensitivity
across the run has been typically in the range 60 – 100 Mpc [19]. Assuming that no
unexpected obstacles are encountered, the aLIGO detectors are expected to achieve a
190 Mpc BNS range by 2020. After the first observing runs, it might be desirable to
optimize the detector sensitivity for a specific class of astrophysical signals, such as
BNSs. The BNS range may then become 210 Mpc. The sensitivity for each of these
stages is shown in Figure 1.

The H2 detector will be installed in India once the LIGO-India Observatory is
completed, and will be configured to be identical to the H1 and L1 detectors. We refer
to the detector in this state as I1 (rather than H2). Operation at the same level as the
H1 and L1 detectors is anticipated for no earlier than 2024.

The AdV interferometer (V1) [4] officially joined O2 on 1 August 2017. We
aimed for an early step with sensitivity corresponding to a BNS range of 20 – 65 Mpc;
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地下へ潜ろう！
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なぜ地下なのか？
安定、静謐な環境 

バックグラウンドの軽減

18

素粒子実験 共通要素 重力波検出

外部環境

地上
宇宙線 
放射性物質 

民生装置の電磁波

温度変化（大） 
気圧変化 

人工物、人の活動

地面振動（大） 
：天然、人工由来 
重力勾配揺らぎ

地下 宇宙線(少、高エネμ) 
放射性物質

温度変化（小） 
気圧変化（？） 
湿度（大） 

地面振動（小） 
重力勾配揺らぎ(小)

装置内部 装置・資料の含む放射
性物質など 電気回路 熱雑音 

レーザー量子雑音



地面振動と重力波検出器

19

神岡鉱山内と三鷹の地面振動比較
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TAMA300, 2001/8/21の検出
レンジ履歴。夜間や12:00-13:00
の間は感度が良くなっている。

真夜中　 正午　夜



重力波検出の将来は地下にある!?!
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2G ==> 3G
KAGRAは2.5G（第2.5世代検出器） 
感度では2G。aLIGO, aVirgoと同世代 
3Gに必要な要素が採用されている： 

 - 地下サイト 
 - 低温鏡　サファイヤ 

3G (第３世代検出器） 
静謐で安定な地下サイト 
低温鏡　＊ただし、基材、温度についてはいろいろ 
長基線　10 ~ 40km 

以上をもって、2Gより一桁感度を改善する。 
z >10 の宇宙を見る。
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第３世代(3G)検出器の感度
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http://rhcole.com/apps/GWplotter/
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第３世代(3G)検出器の感度
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2G->3Gは概ね１桁の改善。
しかし、観測距離１桁、と
単純に考えては… 
cf: 赤方偏移 z



Einstein Telescope
EGO(European 
Gravitational 
Observatory)の第３世代
検出器計画 

一辺10km の三角形トンネ
ル 
→基線長10kmの干渉計３
台 

地下サイト
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http://www.et-gw.eu/index.php
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Figure 7. Di↵erent interferometer configurations considered in this article.
All sensitivities shown in this paper refer to a pair of low and high-frequency
interferometers forming a single detector of 10 km arm length and an opening
angle of 90�. However, the full ET observatory will consist of 3 detectors with
60� opening angle and arranged in the shape of a triangle. Solid lines represent
the main laser beams, while dashed lines indicate squeezed light beams.

sources as well as improved the accuracy of several already previously included
fundamental noise sources. Key points of the new sensitivity model are the inclusion of
suspension thermal noise and a realistic seismic isolation system for the low frequency
interferometer and the proper accounting for squeezing losses inside the filter cavities.
Finally it needs to be pointed out that the current model does not rely on any
subtraction techniques for gravity gradient noise.

In the future, we plan to further refine our sensitivity models by including noise
contributions from optical components outside the arm and filter cavities as well as by
taking technical contributions such as laser frequency and laser amplitude noise into
account.
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Parameter ET-D-HF ET-D-LF
Arm length 10 km 10 km
Input power (after IMC) 500W 3W
Arm power 3MW 18kW
Temperature 290K 10K
Mirror material Fused silica Silicon
Mirror diameter / thickness 62 cm / 30 cm min 45 cm/ TBD
Mirror masses 200 kg 211 kg
Laser wavelength 1064 nm 1550 nm
SR-phase tuned (0.0) detuned (0.6)
SR transmittance 10% 20%
Quantum noise suppression freq. dep. squeez. freq. dep. squeez.
Filter cavities 1⇥ 10 km 2⇥ 10 km
Squeezing level 10 dB (e↵ective) 10 dB (e↵ective)
Beam shape LG33 TEM00

Beam radius 7.25 cm 9 cm
Scatter loss per surface 37.5 ppm 37.5 ppm
Partial pressurefor H2O, H2, N2 10�8, 5 · 10�8, 10�9 Pa 10�8, 5 · 10�8, 10�9 Pa
Seismic isolation SA, 8m tall mod SA, 17m tall
Seismic (for f > 1Hz) 5 · 10�10 m/f2 5 · 10�10 m/f2

Gravity gradient subtraction none none

Table 1. Summary of the most important parameters of the ET-D high and
low-frequency interferometers as shown in Figure 5. SA = super attenuator, freq.
dep. squeez. = squeezing with frequency dependent angle.
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Figure 6. Historical evolution of sensitivity models for the Einstein Telescope,
starting from a single cryogenic broadband detector (ET-B) [11], over the initial
xylophone design (ET-C) [13] to the ET-D sensitivity described in this article.

we significantly refined the xylophone concept and obtained the ET-D sensitivity,
which is slightly worse than the ET-C sensitivity, but much more realistic. The loss

Sensitivity Studies for Third-Generation Gravitational Wave Observatories 10

Parameter ET-D-HF ET-D-LF
Arm length 10 km 10 km
Input power (after IMC) 500W 3W
Arm power 3MW 18kW
Temperature 290K 10K
Mirror material Fused silica Silicon
Mirror diameter / thickness 62 cm / 30 cm min 45 cm/ TBD
Mirror masses 200 kg 211 kg
Laser wavelength 1064 nm 1550 nm
SR-phase tuned (0.0) detuned (0.6)
SR transmittance 10% 20%
Quantum noise suppression freq. dep. squeez. freq. dep. squeez.
Filter cavities 1⇥ 10 km 2⇥ 10 km
Squeezing level 10 dB (e↵ective) 10 dB (e↵ective)
Beam shape LG33 TEM00

Beam radius 7.25 cm 9 cm
Scatter loss per surface 37.5 ppm 37.5 ppm
Partial pressurefor H2O, H2, N2 10�8, 5 · 10�8, 10�9 Pa 10�8, 5 · 10�8, 10�9 Pa
Seismic isolation SA, 8m tall mod SA, 17m tall
Seismic (for f > 1Hz) 5 · 10�10 m/f2 5 · 10�10 m/f2

Gravity gradient subtraction none none

Table 1. Summary of the most important parameters of the ET-D high and
low-frequency interferometers as shown in Figure 5. SA = super attenuator, freq.
dep. squeez. = squeezing with frequency dependent angle.

10
0

10
1

10
2

10
3

10
4

10
−25

10
−24

10
−23

10
−22

Frequency [Hz]

S
tr

a
in

 [
1

/s
q

rt
(H

z)
]

 

 
ET−B
ET−C (Xylophone)
ET−D (Xylophone)

Figure 6. Historical evolution of sensitivity models for the Einstein Telescope,
starting from a single cryogenic broadband detector (ET-B) [11], over the initial
xylophone design (ET-C) [13] to the ET-D sensitivity described in this article.

we significantly refined the xylophone concept and obtained the ET-D sensitivity,
which is slightly worse than the ET-C sensitivity, but much more realistic. The loss

Classical and Quantum Gravity, Volume 28, Number 9

第３世代では、低周
波領域を改善しない
とだめ。 
単純に、2Gを一桁改
善では利益が薄い。 
赤方偏移のため。



Cosmic Explorer
米国の将来計画 
CEより前に、
advanced 
LIGOのさらに
アップグレード
であるLIGO+, 
Voyagerも計
画されている。 

地下 

基線長 40km 
トンネル？溝？
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distinct areas of on-going research and development (R&D) which will play important roles 
in determining the scientific output of future detectors.

In what follows, we start by expressing the sensitivity of a next-generation GW detector 
as a collection of target values for each of the fundamental noise sources. This is followed by 
discussions of the R&D efforts that could plausibly attain these goals in the course of the next 
10 years. We conclude with a brief discussion of science targets, which will be accessible to a 
world-wide network of next-generation detectors.

2. Next generation sensitivity

The target sensitivity of a 40 km long next generation GW detector, known as ‘Cosmic 
Explorer’, is shown in figure 1 [23]. The in-band sensitivity and upper end of the band, from 
10 Hz to a few kilohertz, is determined by quantum noise, while the lower limit to the sensitive 
band is determined by local gravitational disturbances (known as ‘Newtonian noise’ or NN 
[24]). Other significant in-band noise sources are mirror coating thermal noise and residual 
gas noise. Seismic noise and suspension thermal noise, though sub-dominant, also serve to 
define a lower bound to the detector’s sensitive band. Each of these noise sources will be dis-
cussed in detail in the following sections.

Figure 1. Target sensitivity for a next generation gravitational-wave detector, available 
from (stacks.iop.org/CQG/34/044001/mmedia), known as ‘Cosmic Explorer’ for its 
ability to receive signals from cosmological distances. The solid curves are for a 40 
km long detector, while the dashed grey curves show the sensitivity of shorter, but 
technologically similar detectors; lengths are 4, 10 and 20 km. The Advanced LIGO and 
Einstein Telescope design sensitivities are also shown for reference.

This image is made available by IOP Publishing under a Creative Commons CC-BY 
3.0 license. Any distribution of this image must maintain attribution to the author(s) and 
the title of the work, journal citation and DOI. Readers are free to re-use, share, amend, 
adapt or remix this image. All text in this article and any third party images are fully 
protected by copyright.

B P Abbott et alClass. Quantum Grav. 34 (2017) 044001

どちらにしろ、両端と中央の高低差、両
端の鉛直方向が平行でない。

Class._Quantum_Grav._34_044001.



CE design

26

Class._Quantum_Grav._34_044001.

11

signal gain in the interferometer, the radiation pressure noise is reduced (both relative to 1/L). 
A hidden dependence which is not included in equation (2) is the dependence of the mirror 
mass mTM on length; longer interferometers generally have larger beams and thus require 
larger and more massive mirrors.

There are several areas of R&D which will determine the quantum noise in future detec-
tors. The most immediate among these is work into increasing the measured squeezing levels 
[44–53]. Prototyping of the alternative configurations to demonstrate suppression of quantum 
radiation-pressure noise at low frequencies [54], and to investigate the influence of imperfec-
tions on this ability [55], is also on-going. Less easily explored in tabletop experiments, but 
equally relevant, are thermal compensation [56], alignment control [57, 58] and parametric 
instabilities [59–62], which determine the maximum power level that can be used in an inter-
ferometer. Finally, the ability to produce and suspend large mirrors will be necessary for any 
next generation GW detector [18, 63], and will have a beneficial impact on low-frequency 
quantum noise.

2.2. Coating thermal noise

Coating thermal noise (CTN) is a determining factor in GW interferometer designs; in current 
(second generation) GW detectors, CTN equals quantum noise in the most sensitive and most 
astrophysically interesting part of the detection band around 100 Hz [29, 64, 65].

Holding all else constant, CTN scales as

 
   ⎛

⎝⎜
⎞
⎠⎟
⎛
⎝⎜

⎞
⎠⎟

φ
=

× −
h
h
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14 cm 40 km
,CTN

0 CTN
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5

beam arm
 (2)

Table 1. Parameters used to produce the Cosmic Explorer (CE) target curve. The CE 
pessimistic and Einstein telescope, high- and low-frequency (HF and LF) parameters 
are included for comparison.

CE CE pess ET-D (HF) ET-D (LF)

Larm 40 km 40 km 10 km 10 km
Parm 2 MW 1.4 MW 3 MW 18kW
λ 1550 nm 1064 nm 1064 nm 1550 nm
rsqz 3 3 3 3
mTM 320 kg 320 kg 200 kg 200 kg
rbeam 14 cm 12 cm 9 cm 7 cm (LG33)
T 123 K 290 K 290 K 10 K
φeff × −5 10 5 × −1.2 10 4 × −1.2 10 4 × −1.3 10 4

Table 2. Approximate values and frequency dependence for the Cosmic Explorer (CE) 
target curve using parameters in table 1. The frequency dependence for quantum noise 
given here is simplified and does not account for the details of frequency dependent 
squeezing [42]. All of these approximations fail when the frequency of the gravitational 
wave becomes comparable to the interferometer free-spectral-range (i.e. when 

/∼f c L2 arm, or  !f 3750 Hz for  =L 40 kmarm ).

h0 shot ≃   (  /    )× +− f1.7 10 1 400 Hz25 2

h0 RPN ≃  (    /  )× − f2.3 10 10 Hz25 2

h0 CTN ≃      /   × − f6.0 10 20 Hz26

h0 gas ≃ × −5.4 10 26

B P Abbott et alClass. Quantum Grav. 34 (2017) 044001
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Future instruments could detect a system made of two 30 ⊙M  black holes, similar to the 
first system detected by LIGO [4], with a signal-to-noise ratio of 100 at z  =  10, thus capturing 
essentially all such mergers in the observable universe (see figure 4).

Nearby events would have even higher SNRs, allowing for exquisite tests of general rela-
tivity [91], and measurements of black-hole mass and spins with unprecedented precision. The 
possibility of observing black holes as far as they exist could give us a chance to observe the 
remnants of the first stars, and to explore dark ages of the Universe, from which galaxies and 
large-scale structure emerged.

Furthermore, future detectors may be able to observe GW from core-collapse supernovae, 
whose gravitational-wave signature is still uncertain [92, 93]. GWs provide the only way to 
probe the interior of supernovae, and could yield precious information on the explosion mech-
anism. Significant uncertainty exists on the efficiency of conversion of mass in gravitational-
wave energy, but even in the most optimistic scenario the sensitivity of existing GW detectors 
to core-collapse supernovae is of a few megaparsec [94]. A factor of ten more sensitive instru-
ments could dramatically change the chance of positive detections. In fact, while the rate of 
core-collapse supernovae is expected to be of the order of one per century in the Milky Way 
and the Magellanic clouds, it increases to  ∼2 per year within 20 Mpc [95, 96].

Figure 4. The maximum signal-to-noise ratio (SNR) for which GW detectors with the 
sensitivities shown in figures 1–3 would detect a system made of two black holes (each 
with an intrinsic mass 30 ⊙M ), as a function of redshift. Many systems of this sort will 
be detected at z  <  2 with an >SNR 100, enabling precision tests of gravity under the 
most extreme conditions.

This image is made available by IOP Publishing under a Creative Commons CC-BY 
3.0 license.  Any distribution of this image must maintain attribution to the author(s) 
and the title of the work, journal citation and DOI. Readers are free to re-use, share, 
amend, adapt or remix this image. All text in this article and any third party images are 
fully protected by copyright.
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30-30 MsolarのBBHにつ
いて、z <2 ならS/N>100 
(pessimisticなデザイン）



宇宙の時代をどこまで遡れるか？
z>10 まで検出できるならかなり有望 
ET, CE の性能はそれを可能にする。
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by 宮本(阪市大理) 
15日 U31会場

ET：20Msun　
BBH の検出レンジ
(S/N>8)でz~17

重力波信号 
S/N / (1 + z)�1/6

仮に、KAGRAのデザイン感度
の雑音を 1/10にしたもの。

星の質量
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これからの重力波観測による研究
基礎物理 
相対性理論の検証 
ブラックホールの物理 

天体物理・宇宙物理 
大質量BHおよびBBHの起源 
中性子星の物理 
超新星爆発の物理 

マルチメッセンジャーの一翼としての役割

28



相対論の検証（例）
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GW150914　BH準固有振動解析 
（この解析ではKerr BHのパラメーターを求
めているが、Schwarzschild BHと有為な差
がつかない。） 
Phys. Rev. Lett. 116, 221101 

→ もっと大きなS/Nのイベントが望まれる。 
＝地球の近傍で起きるか、検出器の感度を良
くするか。

9

FIG. 4. Top panel: 90% credible regions in the joint posterior distri-
butions for the mass Mf and dimensionless spin af of the final com-
pact object as determined from the inspiral (dark violet, dashed) and
post-inspiral (violet, dot-dashed) signals, and from a full inspiral–
merger–ringdown analysis (black). Bottom panel: Posterior distri-
butions for the parameters �Mf /Mf and �af /af that describe the
fractional di↵erence in the estimates of the final mass and spin from
inspiral and post-inspiral signals. The contour shows the 90% con-
fidence region. The plus symbol indicates the expected GR value
(0, 0).

representation to have support between 20 and 132 Hz, and
⇠ 16 if we truncate it to have support between 132 and 1,024
Hz. Finally, we compare these two estimates of the final Mf
and dimensionless spin a f , and compare them also against
the estimate performed using full inspiral–merger–ringdown
waveforms. In all cases, we average the posteriors obtained
with the EOBNR and IMRPhenom waveform models, follow-
ing the procedure outlined in Ref. [3]. Technical details about
the implementation of this test can be found in Ref. [61].

This test is similar in spirit to the �2 GW search statis-
tic [2, 62], which divides the model waveform into frequency
bands and checks that the SNR accumulates as expected

200 220 240 260 280 300
QNM frequency (Hz)

0

2

4

6

8

10

12

Q
N

M
de

ca
y

tim
e

(m
s)

1.0 ms
3.0 ms

5.0 ms

6.5 ms

IMR (l = 2,m = 2,n = 0)

FIG. 5. 90% credible regions in the joint posterior distributions for
the damped-sinusoid parameters f0 and ⌧ (see main text), assuming
start times t0 = tM +1, 3, 5, 6.5 ms, where tM is the merger time of the
MAP waveform for GW150914. The black solid line shows the 90%
credible region for the frequency and decay time of the ` = 2, m = 2,
n = 0 (i.e., the least damped) QNM, as derived from the posterior
distributions of the remnant mass and spin parameters.

across those bands. Large matched-filter SNR values which
are accompanied by large �2 statistic are very likely due ei-
ther to noise glitches, or to a mismatch between the signal
and the model matched-filter waveform. Conversely, reduced-
�2 values near unity indicate that the data are consistent with
waveform plus the expected detector noise. Thus, large �2

values are a warning that some parts of the waveform are fit
much worse than others, and thus the candidates may be due
to instrument glitches that are very loud, but do not resem-
ble binary-inspiral signals. However, �2 tests are performed
by comparing the data with a single theoretical waveform,
while in this case we allow the inspiral and post-inspiral par-
tial waveforms to select di↵erent physical parameters. Thus,
this test should be sensitive to subtler deviations from the pre-
dictions of GR.

In Fig. 4 we summarize our findings. The top panel shows
the posterior distributions of Mf and a f estimated from the in-
spiral and post-inspiral signals, and from the entire inspiral–
merger–ringdown waveform. The plot confirms the expected
behavior: the inspiral and post-inspiral 90% confidence re-
gions (defined by the isoprobability contours that enclose 90%
of the posterior) have a significant region of overlap. As a
sanity check (which strictly speaking is not part of the test
of GR that is being performed) we also produced the 90%
confidence region computed with the full inspiral-merger-
ringdown waveform; it lies comfortably within this overlap.
We have verified that these conclusions are not a↵ected by the
specific formula [40, 60, 63] used to predict Mf and a f , nor
by the choice of f end insp

GW within ±50 Hz.
To assess the significance of our findings more quantita-

tively, we define parameters �Mf /Mf and �a f /a f that de-
scribe the fractional di↵erence between the two estimates of

10

FIG. 6. Posterior density distributions and 90% credible intervals for relative deviations d p̂i in the PN parameters pi, as well as intermediate
parameters bi and merger-ringdown parameters ai. The top panel is for GW150914 by itself and the middle one for GW151226 by itself,
while the bottom panel shows combined posteriors from GW150914 and GW151226. While the posteriors for deviations in PN coefficients
from GW150914 show large offsets, the ones from GW151226 are well-centered on zero as well as being more tight, causing the combined
posteriors to similarly improve over those of GW150914 alone. For deviations in the bi, the combined posteriors improve over those of either
event individually. For the ai, the joint posteriors are mostly set by the posteriors from GW150914, whose merger-ringdown occurred at
frequencies where the detectors are the most sensitive.

up to 3.5PN. Since the source of GW151226 merged at
⇠ 450 Hz, the signal provides the opportunity to probe the
PN inspiral with many more waveform cycles, albeit at rel-
atively low SNR. Especially in this regime, it allows us to
tighten further our bounds on violations of general relativity.

As in [41], to analyze GW151226 we start from the IMR-
Phenom waveform model of [35–37] which is capable of de-
scribing inspiral, merger, and ringdown, and partly accounts
for spin precession. The phase of this waveform is charac-
terized by phenomenological coefficients {pi}, which include
PN coefficients as well as coefficients describing merger and
ringdown. The latter were obtained by calibrating against nu-

merical waveforms and tend to multiply specific powers of
f , and they characterize the gravitational-wave amplitude and
phase in different stages of the coalescence process. We then
allow for possible departures from general relativity, param-
eterized by a set of testing coefficients d p̂i, which take the
form of fractional deviations in the pi [135, 136]. Thus, we
replace pi ! (1+d p̂i) pi and let one or more of the d p̂i vary
freely in addition to the source parameters that also appear
in pure general relativity waveforms, using the general rel-
ativity expressions in terms of masses and spins for the pi
themselves. Our testing coefficients are those in Table I of

GW150914 + GW151226でのポスト=ニュートン波形パラメーターの検証

形成されたBHの準固有振動を仮定しての解析。 
1,3,5,6.5ms は、連星合体を基準にBH準固有振
動開始を仮定する時刻。



重力波はBBHの起源に迫れるか？
可能性： 
Pop III, Dynamical formation, Primordial BH, それ以外？ 

z の大きなイベントの観測が決め手 

数が必要

30

PTEP 2016, 093E01 T. Nakamura et al.

Fig. 10. The event rates for Pop III (standard), Pop I and II (OLD), and PBBH merger as a function of z. These
rates are derived by differentiating the cumulative event rate in Fig. 5 with respect to ln z. Note here that the
detectability may change by the mass distribution of each model.

parameters and the distribution functions assumed in each model. However, the redshift distribution
of GW events varies robustly among the models. Namely, the maximum possible redshift is ∼ 6, 10,
and > 30 for Pop I/II, Pop III, and PBBH models, respectively (see Fig. 10). In Fig. 10, we show the
event rates for each model. These event rates are derived by differentiating the cumulative event rate
in Fig. 5 with respect to ln z. To observe the maximum redshift as a smoking gun to identify the origin
of GW150914-like events, the construction of Pre-DECIGO seems to be the unique possibility.

Pre-DECIGO can observe NS–NS and NS–BH mergers. However, no detection of GWs from
the merger of these systems has been done, though many simulations exist. For the same distance
of the source, the SNR for NS–NS and NS–BH (30M⊙) are 0.08 and 0.25 times smaller than for
30M⊙–30M⊙ BBHs. We will here postpone discussing what we can do using Pre-DECIGO about
these sources until the first observations of GWs from these systems, since the event rates are still
uncertain and might be very small compared with BBH mergers.
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FIG. 1. Average distributions of redshifted chirp mass M
of simulated BH-BH binary detections for a 1-month period,
and a simulated observation result for a 1-month period of
GW detection simulation in KAGRA. The horizontal axis
is the redshifted chirp mass. The vertical axis is the detec-
tion rate per redshifted chirp mass of BH-BH binary mergers
[/M⊙/month]. The dotted (blue) and solid (red) lines corre-
spond to the average distributions of redshifted chirp mass M
of simulated BH-BH binary detections for a 1-month period
of Pop I/II Standard model and that of Pop III IMF:Flat,
respectively. The dashed (black) line corresponds to sum of
the Pop I/II model and the Pop III model, i.e. Pop I/II/III
model. The crosses and its error bars show the simulated
BH-BH binary detection events and its statistical errors on a
1-month period simulation, respectively.

α = −30◦ and δ = −75◦ from the right plot of Figure 6
of Ref. [20]. ψ is assumed to be 0. The detector sensi-
tivity is assumed to be the sensitivity of LIGO O1 run
[2]. The S/N calculated by Eq. (3)-(5) with Hanford and
Livingston sensitivities are 16.4 and 9.8, respectively. To
check the consistency, we calculated S/N of quasi-normal
mode (QNM) using Eq. (B14) of Ref. [21], then we com-
bined the S/N of inspiral and QNM. The final BH Kerr
parameter and fraction of radiated energy in ringdown
phase in Eq. (B14) of Ref. [21] are assumed to be 0.69
and 0.03, respectively. As a result, S/N of QNM GW
of Hanford and Livingston are 9.5 and 8.0, respectively.
Then the quadrature sum of the signal-to-noise ratios of
inspiral and ringdown in Hanford and Livingston are 19.0
and 12.7, respectively. Combined Signal-to-noise ratio of
two detectors is

√
19.02 + 12.72 = 22.8. While LIGO ob-

served GW150914 with a combined signal-to-noise ratio
of 24. The S/N calculated by Eq. (3)-(5) and Eq. (B14)
of Ref. [21] is similar to the LIGO result.

In Figure 1, we show average distributions of redshifted
chirp mass M of simulated BH-BH binary detections
for a 1-month period, and a simulated observation re-
sult for a 1-month period of GW detection simulation in
KAGRA. The horizontal axis is redshifted chirp mass.
The vertical axis is the detection rate per redshifted
chirp mass of BH-BH binary mergers [/M⊙/month]. We
define nI/II, nIII and nI/II/III as the numbers of de-

tections of simulated Pop I/II BH-BH binary mergers,
simulated Pop III BH-BH binary mergers and simu-
lated Pop I/II/III BH-BH binary mergers, respectively.
The dotted (blue) and solid (red) lines of Figure 1 are
dnI/II/dM/month which is the average distribution of
redshifted chirp mass M of simulated BH-BH binary de-
tections for a 1-month period of Pop I/II Standard model
and dnIII/dM/month which is that of Pop III IMF:Flat,
respectively. The dashed (black) line in Figure 1 cor-
responds to dnI/II/III/dM/month which is the sum of
the Pop I/II model and the Pop III model, i.e. the
Pop I/II/III model. The crosses and its error bars in Fig-
ure 1 show the simulated BH-BH binary detection events
and its statistical errors on a 1-month period simulation,
respectively.
From Figure 1, it is not trivial whether we can dis-

tinguish between the redshifted chirp mass distribution
of Pop I/II model and that of Pop I/II/III model. We
demonstrate a likelihood analysis using simulated ob-
servation results and evaluate the probability of iden-
tifying the existence of Pop III stars. To generate a
lot of simulated observation results, we use probability
density functions calculated from dnI/II/dM/month and
dnI/II/III/dM/month in Figure 1. Then we generate re-
alized events following the probability density functions.
Using this generation method of realized events, we can
generate a data set with the arbitrary number of simu-
lated BH-BH binary detections.

C. Likelihood analysis method

According to the results of population synthesis simu-
lations, the Pop III origin BH-BH binaries tend to be
heavier than the Pop I/II origin ones. We evaluate
the difference in the redshifted chirp mass distribution
between a Pop I/II model and a Pop I/II/III model.
Pop I/II BH-BH binaries must exist, so there are two
situations: (1) There are no Pop III BH-BH binary sig-
nals and (2) There are Pop III BH-BH binary signals. In
the following, since the estimation accuracy of redshifted
chirp mass is usually better than that of the other pa-
rameters [22], we employ redshifted chirp mass M in our
analysis.
First, we define a data set of redshifted chirp masses

of simulated BH-BH binary detections as

M⃗(n) = {M1,M2, . . . ,Mn}, (7)

where each Mi (i = 1, 2, . . . , n) is a redshifted chirp mass
of simulated BH-BH binary merger, respectively. n is the
number of simulated BH-BH binary detections. From the
data set, we calculate likelihoods, defined by

L(M⃗(n)|θI/II) =
n∏

i=1

pI/II(Mi), (8)

L(M⃗(n)|θI/II/III) =
n∏

i=1

pI/II/III(Mi), (9)

KAGRAやLIGOの最終感度では、
BBH質量分布からPopIII起源を肯
定できるかもしれない。 
A.Miyamoto et.al., PRD in press



そのほかの重力波の観測は？
にわかにコメントすることは難しいが、十分期待が持てる波源はある。 

中性子星連星(NS-NS)の合体 
発見は時間（感度達成）の問題だろう。 

中性子星ーブラックホール連星(NS-BH)? 
あるかどうかわからない。形成しにくいのではないかという研究もある。 
NS-NS,NS-BHはEM追観測が期待できるから、発見されれば大いにブレイクスルーをもたらすだろう。 

超新星爆発 
運を天に任せて… 
超新星爆発も、micro physics と相対論を取り入れた数値シミュレーション研究が進んでいる。１イベント
でも受かれば相当なインパクトがある。 
重力波ーニュートリノの同時観測も期待できる。 

連続波（パルサー、LMXB） 

背景重力波
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Prospects for Observing and Localizing GW Transients with aLIGO, AdV and KAGRA 25

Table 3 Summary of a plausible observing schedule, expected sensitivities, and source localization with
the Advanced LIGO, Advanced Virgo and KAGRA detectors, which will be strongly dependent on the
detectors’ commissioning progress. Ranges reflect the uncertainty in the detector noise spectra shown in
Figure 1. The achieved binary neutron star (BNS) ranges for 2016 – 2017 are characteristic of performance
to date, not for the complete run. The burst ranges assume standard-candle emission of 10�2 M�c2 in
gravitational waves at 150 Hz and scale as E1/2

GW, so it is greater for more energetic sources (such as binary
black holes). The BNS localization is characterized by the size of the 90% credible region (CR) and the
searched area. These are calculated by running the BAYESTAR rapid sky-localization code [189] on a
Monte Carlo sample of simulated signals, assuming senisivity curves in the middle of the plausible ranges
(the geometric means of the upper and lower bounds). The variation in the localization reflects both the
variation in duty cycle between 70% and 75% as well as Monte Carlo statistical uncertainty. The estimated
number of BNS detections uses the actual BNS for 2015 – 2016, and the expected range otherwise; future
runs assume a 70 – 75% duty cycle for each instrument. The BNS detection numbers also account for
the uncertainty in the BNS source rate density [73]. Estimated BNS detection numbers and localization
estimates are computed assuming a signal-to-noise ratio greater than 12. Burst localizations are expected to
be broadly similar to those derived from timing triangulation, but vary depending on the signal bandwidth;
the median burst searched area (with a false alarm rate of ⇠ 1 yr�1) may be a factor of ⇠ 2 – 3 larger than
the values quoted for BNS signals [202]. No burst detection numbers are given, since the source rates
are currently unknown. Numbers for 2016 – 2017 include Virgo, and do not take into account that Virgo
only joined the observations for the latter part the run. The 2024+ scenario includes LIGO-India at design
sensitivity.

Epoch 2015 – 2016 2016 – 2017 2018 – 2019 2020+ 2024+
Planned run duration 4 months 9 months 12 months (per year) (per year)

Expected burst range/Mpc
LIGO 40 – 60 60 – 75 75 – 90 105 105
Virgo — 20 – 40 40 – 50 40 – 70 80

KAGRA — — — — 100

Expected BNS range/Mpc
LIGO 40 – 80 80 – 120 120 – 170 190 190
Virgo — 20 – 65 65 – 85 65 – 115 125

KAGRA — — — — 140

Achieved BNS range/Mpc
LIGO 60 – 80 60 – 100 — — —
Virgo — 25 – 30 — — —

KAGRA — — — — —
Estimated BNS detections 0.002 – 2 0.007 – 30 0.04 – 100 0.1 – 200 0.4 – 400

Actual BNS detections 0 — — — —

90% CR % within 5 deg2 < 1 1 – 5 1 – 4 3 – 7 23 – 30
20 deg2 < 1 7 – 14 12 – 21 14 – 22 65 – 73

median/deg2 460 – 530 230 – 320 120 – 180 110 – 180 9 – 12

Searched area % within 5 deg2 4 – 6 15 – 21 20 – 26 23 – 29 62 – 67
20 deg2 14 – 17 33 – 41 42 – 50 44 – 52 87 – 90

5 Conclusions

We have presented possible observing scenarios for the Advanced LIGO, Advanced
Virgo and KAGRA network of GW detectors, with emphasis on the expected sensitivi-
ties and sky-localization accuracies. This network began operation in September 2015.
The first BBH detection was made promptly after the start of observations. However,
unless the most optimistic astrophysical rates hold, two or more detectors with an
average range of at least 100 Mpc and with a run of several months will be required
for BNS detection.

arXiv:1304.0670



もう一つの解：宇宙へ
DECIGOの可能性
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(まとめに代えて)多波長の重力波
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予備
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LIGO’s Future Plan
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LIGO-T1600119–v4

now. A typical detector cycle includes: Simulation of ideas and concepts; Experimental
tests; Conceptual design and prototyping phases; Proposal and engineering; construction
and Installation; Commissioning and observing phases.

LIGO%Upgrade%Timeline%

2030%2025%2020%2015%

Advanced%

A+%Sqz%R&D%

Si,%Cryo,%1550nm%R&D% Voyager%–%Current%Facility%

N
ow

%

%UlLmate%R&D%+%Design% Cosmic%Explorer%–%New%Facility%

Data%

Commissioning%

InstallaLon%SimulaLon%

Experiment%

Design%

Color%Code:%

A+%CoaLng,%Suspension%R&D%

Figure 2: Estimated timeline for A+, LIGO Voyager and LIGO Cosmic Explorer.

We envisage potentially three detector epochs post Advanced LIGO baseline over the next
25 years with working titles A+, LIGO Voyager and LIGO Cosmic Explorer, see Figure 2.
The funds required to implement the upgrades are classified as: modest, less than $10M to
$20M; medium, $50M to $150M; major, greater than $200M. This strategy will be modified
according to signals observed, technology readiness and funds available.

2.1 A+

A+ is a modest cost upgrade to aLIGO, implemented in a series of incursions. The goal
binary neutron star inspiral range would be approximately 1.7 times aLIGO (around 340
Mpc), (see Figure 3). Each A+ stage could be implemented 1-2 years after the first 3 phases
of the detector cycle (simulation, experimental testing and prototyping) have been completed.
These phases of the detector cycle for frequency dependent squeezing were completed in the
first half of 2016, allowing installation around 2017-18.

• frequency dependent squeezing, implemented in stage 1,
• bigger masses, bigger laser beam sizes in the optical cavities and better mirror coatings
to reduce coating thermal noise, implemented in a second stage.

Miller et al [8] have shown that squeezing and coating thermal noise reduction must be
combined to achieve maximum benefit. The goal is to minimise downtimes for these upgrades

page 10

LIGO Document T1600119-v4 
The LSC-Virgo White Paper on Instrument Science (2016-2017 edition)



Detector Sensitivity VS Range
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 両方の波形をつかった検出
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viewgraph edited by Bruce Allen : (Personal) summary of new, novel, and interesting results 
presented at this workshop 
at GWPAW2015 Osaka, June 2015

Osaka&20.6.2015

30%+%30%solar%mass%BHs
Interes1ng&target&for&three&

reasons: 
 
Inspiral&and&ringdown&phases&

have&roughly&equal&SNRs,&so&

provides&good&test&of&GR 
 
If&popula1on&III&stars&(formed&at&

redshios&5\10)&exist,&these&

might&be&a&substan1al&frac1on.&

Perhaps&we&will&detect&several&

of&them&in&the&first&aLIGO&data&

run&O1,&this&September!
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y Kanda, the LCGT collaboration, arXiv:1112.3092

30M_sun-30M_sun

Similar SNR for the inspiral and ringdown phases
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