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宇宙線望遠鏡３号（1958年〜
2015年）	


2012年	

宇宙線発見から100年	


宇宙線望遠鏡（2008年〜）	




最高エネルギー宇宙線は宇宙をほぼ直進する	
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宇宙線	

光子	


ニュートリノ	


最高エネルギーではほぼ直進する	
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A. LIST OF EVENTS

In this Appendix we give the arrival directions and energies of the 231 events7 with

E ≥ 52 EeV and θ < 80◦ detected by the Pierre Auger Observatory from 2004 January

1 up to 2014 March 31. The threshold has been chosen so that it includes all of the

events leading to the minimal probabilities in the cross-correlation studies performed with

the different catalogs. The information about these events is collected in Table 2. The

different columns are: year, Julian day for that year, zenith angle, energy, right ascension,

declination, Galactic longitude and Galactic latitude.

Figure 11 displays the arrival directions of these events in Galactic coordinates. The

dark filled circles correspond to the events in the vertical sample (θ ≤ 60◦) while the white

filled circles correspond to those in the inclined sample (60◦ < θ < 80◦). The size of the

circles scales with the energy of the events. The background color in the map indicates

the relative exposure of the Auger Observatory to different declinations. The white region

is outside the field of view of the Auger Observatory for θ < 80◦.

Fig. 11.— Map in Galactic coordinates of the arrival directions of the events with E ≥

52 EeV. The black (white) circles correspond to vertical (inclined) events. The size of each

circle scales with the energy of the event. The color scale is proportional to the relative

exposure.

7We note that out of the 69 events published in Abreu et al. (2010), 5 turn out to have energies below

52 EeV with the present reconstruction and hence they do not appear in the table.
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Pierre Auger Observatory  
E > 52 EeV 
ApJ, 804, 15 (2015) 

銀河座標 

Telescope Array 
E > 57 EeV 
ApJ 790, L21 (2014) 

赤道座標 	




到来方向分布の非一様性有意度（TA+Auger）	
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No	
  correc3on	
  for	
  
Energy	
  scale	
  difference	
  
b/w	
  TA	
  and	
  Auger!!	
  

TA	
  :	
  7	
  years	
  109	
  events	
  (>57EeV)	
  
PAO	
  :	
  10	
  years	
  157	
  events	
  (>57EeV)	
  
Oversampling	
  with	
  20°-­‐radius	
  circle	
  
Southern	
  hotspot	
  is	
  seen	
  at	
  Cen	
  A(Pre-­‐trial	
  ~3.6σ)	
  

赤道座標	
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(D=20Mpc) 

Virgo Cluster 
(D=20Mpc) 

Perseus-Pisces 
Supercluster 
	
  (D=70Mpc) 

	
   	
   	
   	
   	
   	
   	
   	
  Eridanus 
	
   	
   	
   	
   	
   	
   	
  Cluster 
	
   	
   	
   	
   	
   	
  (D=30Mpc) 	
  
	
   	
   	
   	
   	
  Fornax Cluster 

Centaurus 
Supercluster (D=60Mpc) 

	
   	
   	
   	
  Huchra, et al, ApJ, (2012) 
	
  Dots : 2MASS catalog Heliocentric velocity <3000 km/s (D<~45MpC) 	
  
	
   	
   	
   	
   	
   	
   	
   	
   	
   

到来方向分布の非一様性有意度（TA+Auger）	
	
   
Ursa Major Cluster 

当面目指すべきことは	
  
統計量（特に北天）、エネルギースケールの統一	
  



「一次粒子」として宇宙線	
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宇宙線	

光子	


ニュートリノ	


「点源」が同定できないとしても、	
  
観測から宇宙線源の情報を導き出せないか？	


一次粒子（?）として	


様々な情報を携えている	
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エネルギースペクトルの南北（TA-­‐Auger）比較	
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エネルギースケールの系統誤差の 
範囲内だけれども 
（TA実験：21%、Auger実験：14%） 
TAとAugerのエネルギースペクトルは

一致していない 
 
 
 
ankleの位置がそろうようにエネルギー

をずらしても最高エネルギー端の形状

は一致しない 
Augerのエネルギーを+8.5% 

当面目指すべきことは	
  
•  エネルギー測定精度の向上	
  
•  エネルギースケールの統一	
  
•  統計量（特にTA実験の）	
  



天球上の領域ごとのエネルギースペクトル	
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超銀河緯度	
  <	
  |30°|領域（●）と	
  
超銀河緯度	
  >	
  |30°|領域（○）の	
  
エネルギースペクトル	
  

VCV	
  AGNから11°以内のイベント（●）と
それ以外（○）のエネルギースペクトル	
  	
  

T.	
  Nonaka,	
  384,	
  ICRC2015	
  	


当面目指すべきことは	
  
エネルギー測定精度の向上、統計量	
  



赤緯バンドごとのエネルギースペクトル（Auger）	
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Northern & Southern Difference?
The Latest Progress: Energy spectra in δ bandsDeclination-dependence on the flux 

Events with θ < 60°  (offer a large statistics) cover a wide range of declinations from  -90°   to +25°

Spurious (experimental, atmospheric and geomagnetic) effects that can module the  flux are 

taken into account in this analysis. 

I) Observed part of the sky divided into 4     

   declination bands of equal exposure:

No indication of a d-dependent flux 

(differences between sub-spectra and 

all-sky flux < 5% below Es and <13% above)

Auger-TA difference not explained 

(still room if TA flux is much larger above +25° 

than below)

14

• Technically important to test the systematics in treatment of 
inclined showers 

• No significant difference can be seen in different decs. 
• The S/N ratio is consistent with the Auger dipole anisotropy. 

I. Valino, ICRC2015

• Future direction of 
anisotropy studies: 
by energy spectra in 
different directions 
or sky patches!

19



GRB起源のUHECR	
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Miralda-­‐Escude	
  &	
  Waxmax, ApJL,	
  362,	
  L59(1996)	
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of p(j). For energies above the pion production threshold,
E 1 5 3 1019 eV, the dispersion in arrival times at a fixed
energy and distance is comparable to t(D, E) due to the
stochastic energy loss via pion production (Waxman 1995a;
Waxman & Coppi 1996).

2.1. Analytic Model

We now perform a simple analytic calculation for the
number of CR sources that should be seen at each energy and
flux in a CRB model. For this purpose, we approximate the
effect of energy losses as being negligible when CRs come
from a distance D , Dc(E), and eliminating all CRs coming
from D . Dc(E) (for E , 1020 eV, this approximation is
good, and Dc(E) corresponds to the distance where the initial
proton energy necessary to have an observed energy E, after
losses to electron-positron production, exceeds the threshold
for pion production). We also assume that the sources are
observed only during a time t(D, E) with a constant flux

F~E, D! 5
np~E!

4pD 2t~D, E!
5

np~E! Dc~E! 2

4pD 4t c~E!
, (1)

where t c(E) 5 t[Dc(E), E]. If the rate per unit volume of
CRBs is n, all emitting the same np(E), then the average
number of bursts at distance D observed at a fixed time is n(D,
E) dD 5 4pnt c(E)[D 4/Dc(E)2] dD, giving a number of
bursts at a given observed flux

n~F, E! dF 5 pnDc~E! 3t c~E!FFc~E!
F G 5/4 dF

F , (2)

where Fc(E) 5 np(E)/[4pDc(E)2t c(E)]. The flux Fc(E) is
the minimum flux observed for the sources. In our simplified
model, the number of sources drops abruptly to zero below
Fc(E), owing to the assumed distance cutoff Dc(E) and the
‘‘top-hat’’ time profile. In reality, there should be a smooth
turnover near Fc(E) of the number of CRB sources at the
faint end from the 25/4 power-law slope at the bright end.
This result for bursting sources is in contrast to the usual 23/2
Euclidean slope, which applies for steady sources.

The total average number of sources above flux F is

N~F, E! 5
4pn

5 Dc~E! 3t c~E!FFc~E!
F G 5/4

, (3)

and the average background flux resulting from all the sources
is

B~E! 5 4pnDc~E! 3t c~E! Fc~E! 5 nnp~E! Dc~E! . (4)

The background flux is dominated by sources with flux near
Fc(E), although the contribution from brighter sources de-
creases only as F21/4 .

As the cosmic-ray energy is increased, the average number
of bursts observed above the turnover flux Fc(E) decreases,
and there is a critical energy E crit where this average number of
sources equals unity:

4pn

5 Dc~E crit !
3t c~E crit ! 5 1 . (5)

We can write the average number of sources in terms of E crit

as

Nc~E! [ N@Fc~E!, E# 5 SE crit

E D2F Dc~E!
Dc~E crit !

G 5

. (6)

The number of sources Nc drops rapidly with energy, due to
the strong dependence on the decreasing cutoff distance
Dc(E). The drop is especially rapid near 1020 eV, where Dc(E)
decreases quickly (see Fig. 1 below). Therefore, for E , E crit,
the number of sources contributing to the flux is very large,
and the overall CR flux received at any given time is near the
average background B(E). The brightest source has a typical
flux near F 1(E) 5 Fc(E) Nc(E)4/5 5 [B(E)/5][Nc(E)]1/5

[F 1(E) is the flux above which there is, on average, one
source], although there is a probability P 3 [F /F 1(E)]25/4 to
observe a source with F . F 1(E). At E . E crit, the total
energy received in CRs will generally be much lower than the
average B(E), because there will be no burst within a distance
Dc(E) having taken place sufficiently recently. A few CRs may
be the lucky survivors from sources farther than Dc(E), or
they may have anomalously long time delays as a result of
crossing a region of high magnetic field (probably near a
galaxy). There is, however, a probability P 3 Nc(E) of seeing
one CR source with E . E crit having a flux 1B(E)/Nc(E), or
an even brighter one with probability decreasing as F25/4 .

If the CR sources are steady, then the number of sources
decreases with energy only as Dc(E)3, i.e., much more slowly
than predicted by equation (6). This implies that, for a given
critical energy, the number of bright sources at E , E crit

predicted by a model of steady sources is much larger than that
predicted for bursting sources.

At any fixed time a given burst is observed in CRs only over

FIG. 1.—Results of a Monte Carlo realization of the bursting sources model
with n t0 5 1025 Mpc23. Thick solid line: overall spectrum in the realization.
Thick dashed line: the spectrum obtained when the brightest source of this
realization (dominating at 1020 eV ) is not included. Thin solid line: average
spectrum, obtained when the emissivity is spatially uniform and not due to
discrete sources; this curve also gives Dc(E) (see eq. [4]). Dotted lines: spectra
of the five sources having the largest CR flux. Thin dashed lines: spectra of the
five sources that reach the highest fraction of the average flux. Crosses: Fly’s
Eye data. Open circles: AGASA data (1 s errors are shown for the flux in bins
with more than one detected event, and for the energy of the highest energy
CRs). The normalization of the flux is chosen to fit the observations at
E . 2 3 1019 eV [at lower energies, a contribution from iron cosmic rays from
Galactic sources is likely to be present (Bird et al. 1994; Waxman 1995b)].

L60 MIRALDA-ESCUDÉ & WAXMAN Vol. 462
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到来時間の遅れ	
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到着時間の遅れはエネルギーに依存する	
  
	
  
ある地点のある時刻では、	
  
低エネルギーの宇宙線はまだ到来していない	
  
高エネルギーの宇宙線は過去に到来してしまった	
  
	
  
バースト的なUHECR源の場合は	
  
比較的狭い幅の尖ったエネルギースペクトルの	
  
重ね合わせになる。	
  

当面目指すべきことは	
  
エネルギー測定精度の向上、スケールの統一、

統計量	
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BRM+LR	
  Stereo	
  

Ikeda	
  &	
  Hanlon,	
  362,	
  ICRC2015	
  

J.	
  Lundquist,	
  441,	
  
ICRC2015	
  

BRM,	
  LR	
  Hybrid	
  

MD	
  Hybrid	
  
QGSJETII-­‐03	
  

QGSJETII-­‐03	
  

QGSJETII-­‐03実線,	
  04点線	
  

化学組成測定（TA実験）	


TA実験の結果は陽子主成分
と矛盾していない	


Stroman	
  &	
  Tameda,	
  361,	
  ICRC2015	
  

当面目指すべきことは	
  
統計量、化学組成の系統誤差縮小、	
  
シミュレーションの精度向上	
  



銀河系外陽子起源モデルとスペクトルの比較	
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Uniform:  
Best fit  Chi2/d.o.f. = 18.0/17 
Systematic error of the flux  
is also considered. 
→　Data is compatible with  
       pure proton model	

	


p	
 2.18	

m	
 6.8	


純粋陽子,	
  E	
  >	
  1018.2	
  eV	
  
宇宙線源でのスペクトルのべき	
  p　（E-­‐p,	
  Emax	
  =1021	
  eV）	
  
進化パラメーター	
  m　（ρ	
  ∝	
  (1	
  +	
  z)m	
  ）	
  

E.	
  Kido,	
  299,	
  ICRC2015	
  

純粋陽子に対する	
  
GZK機構	
  
電子対生成による損失	
  
宇宙膨張	
  
というシンプルな計算とよく合う	
  



到来方向分布一様性からソース密度推定	
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比較	


ソース密度	
  =	
  10-­‐5	
  /	
  Mpc3	
   10-­‐4	
  /	
  Mpc3	
  

シミュレーションによる期待されるフラックスマップ（ソース分布は一様）	


Telescope Array 
E > 57 EeV 

ApJ 790, L21 (2014) 
赤道座標 	
E.	
  Kido（TA実験）	
  



到来方向分布一様性からソース密度推定	
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（実データ）	
  
TA-­‐SDによる 72イベント（E>	
  57EeV,	
  天頂角	
  <	
  55°,	
  ゆるいカット）	
  
半径5°以内のペア数 =	
  10	
  
	
  
	
  
（シミュレーション）	
  
一様源分布（源密度はパラメーター）	
  	
  
一次陽子	
  
smearing	
  angle=5°（銀河系外）	
  
	
  TA-­‐SD	
  exposure	
  　　　　　　　　　→	
  57	
  EeV以上を72イベント	
  	
  
　　　　　　　　　　　　　　　　　　　 →	
  5°以内のペア数を計算 （107回繰り返す）	
  

比較	


P-­‐value:	
  <0.0000001	
  for	
  10-­‐6	
  Mpc-­‐3	
  
P-­‐value:	
  0.0061	
  for	
  10-­‐5	
  Mpc-­‐3	
  

P-­‐value:	
  0.36	
  for	
  10-­‐4	
  Mpc-­‐3	
  	
  

too small to reproduce the observed arrival distribution. If, on the
other hand, ns ! 10"2 Mpc"3, which is comparable with the num-
ber of bright galaxies, high-precision isotropy of the arrival distri-
bution is realized. This another extreme case cannot also reproduce
the observed anisotropy. Thus, v5 as a function of ns has the min-
imum at the intermediate number density. In the upper panel, v5
is minimized at around ns ! 10"5—10"4Mpc"3, almost independent
of the IGMF strength in our IGMF model. In our IGMF model, since
about 95% of volume within 100 Mpc has no magnetic field, the
highest energy protons are deflected only in the neighbourhood
of their sources where the universe is magnetized. If the universe
is strongly magnetized, for example, uniformly with !100 nG,
the source number density is allowed to be smaller because strong
deflections makes the arrival distribution to be isotropic even at
the highest energies. In the lower panel, v5 is minimized at the
same number densities. The constrained number density is not
dependent on the existence of the GMF since the clustering signal
is almost not varied because of the coherence of the GMF. Note that
the GMF can changes the arrival directions of UHECRs efficiently
and positional correlation with their sources as shown in Ref. [29].

We also estimate the source number density in the model B by
similar discussion above. In the right figure, v5 in the model B is
shown. v5 is minimized at around ns ! 10"4—10"3 Mpc"3, which
is about an order of magnitude more than in the model A. In the
model B, luminous sources strongly contribute to the arriving cos-
mic rays and, on the other hand, weaker sources do not almost con-
tribute to the flux of cosmic rays though these are counted as
sources. Thus, the constrained number density is effectively larger.

The number densities estimated from the anisotropy signal of
the PAO based on the two source models (A and B) are consistent
with the results of our previous study using the AGASA data [19].
The uncertainty of about one order of magnitude will be reduced
by 5 years observation by the PAO, as pointed out in Ref. [19].

The model A and B are two extreme cases. In the model A, all
sources are identical. This model can be well applied to astrophys-
ical objects which have hardly personality regarding emitted en-
ergy, or strongly active sources like FR II galaxies and Gamma
Ray Bursts (GRBs) (though GRBs are transient sources). On the
other hand, the model B is applied to objects common in the uni-
verse like bright galaxies. When the model B was constructed,

the IRAS galaxies with luminosities of 107—1012 L# were adopted,
where L# is the Solar luminosity, 3:826$ 1026 W. The luminosities
are over five orders of magnitude. This width of magnitude is real-
ized by less active objects like bright galaxies and Seyfert galaxies.
In fact, UHECR sources have intermediate nature between the two
models. Assumed to be highly active objects, UHECR sources has
the number density close to that in the model A. Thus, the number
density of UHECR sources can be estimated as !10"4 Mpc"3.

Compared with the number densities of several candidates of
UHECR sources, this estimated value can constrain the object-type
of UHECR sources. Table 1 shows local number densities of several
astrophysical objects. The objects which have smaller number den-
sity than the estimated one are not main contributors of the arrival
highest energy cosmic rays. Both FR II galaxies and BL Lac objects
have been plausible UHECR sources theoretically [30,11], but they
are not mainly contribute to the flux of UHECRs. Note that this con-
straint does not reject them as UHECR sources. They are not main
contributors. The number density of bright galaxies (defined as
"22 < MBT < "18, where MBT is absolute magnitude in B-band
[31]) is much larger than our constraint. Thus, the generation of
the highest energy cosmic rays is not common phenomena in the
local universe. The number density of Seyfert galaxies is an order
of magnitude larger than the constrained value, and therefore it
is allowed if !10% of such Seyfert galaxies has activity to accelerate
UHECRs. However, Seyfert galaxies are generally not expected to
be UHECR sources. For example, the PAO-correlated AGNs, most
of all is Seyfert or LINER, do not show significant jet activity [21].
Therefore, there are no reasons for expecting them to accelerate
cosmic rays up to the highest energies at all in the jet paradigm.
The number density of FR I galaxies is !10"4 Mpc"3 [34], consis-
tent with the constraint. FR I galaxy is one of plausible acceleration
site up to the highest energies. Centaurus A (Cen A), the nearest
PAO-correlated AGNs, is classified into FR I galaxy. At a hot spot
in the jet in this galaxy, an estimation of the maximum accelera-
tion energy of protons is !1020.6 eV [11]. If the other FR I galaxies
have similar configurations, it is possible that FR I galaxies are
main contributors of the highest energy cosmic rays.

3.2. Isotropy at around 1019 eV

At the previous section, we artificially neglect sources within
5 Mpc from the Galaxy. This is because very nearby sources inevi-
tably produce anisotropy in the arrival distribution of UHECRs at
around 1019 eV. Since all observatories on UHECRs have reported
isotropy in that energy range [12,35,36]. it is inconsistent with
the observational results. We discuss the isotropy in this
subsection.

Fig. 3 shows the arrival distributions of protons above 1019 eV
simulated from a source distribution in the model A with
ns ! 10"3 Mpc"3, which is about one order of magnitude larger
than the number density constrained in the previous section. In
the left figure, the sources within 5 Mpc are neglected. The number

Table 1
Local number densities of several active objects.

Object Density (Mpc"3) References

Bright galaxy 1:3$ 10"2 [31]
Seyfert galaxy 1:25$ 10"3 [31]
Bright quasar 1:4$ 10"6 [32]
Fanaroff–Reily 1 8$ 10"5 [34]
Fanaroff–Reily 2 3$ 10"8 [33]
BL Lac objects 3$ 10"7 [33]

1

2

-180o180o

+30o

+60o

-30o

-60o

Log10[EeV]

Fig. 3. The arrival distributions of 1672 protons above 1019 eV (=10 EeV) calculated from a source distribution in the model A with ns ! 10"3 Mpc"3 in which the sources
within 5 Mpc are included (right) and neglected (left). The exposure of the PAO is taken into account. The IGMF strength is B ¼ 0:4 lG and the GMF is neglected.

H. Takami, K. Sato / Astroparticle Physics 30 (2009) 306–311 309

Takami	
  &	
  Sato,	
  	
  ApP,	
  30,	
  306(2009)	


E.	
  Kido（TA実験）	
  

当面目指すべきことは	
  
統計量、シミュレーションの精度向上	
  

IceCubeは	
  
AGNはUHECR源ではない。	
  
もし源ならばνが見えるはず	
  
とのステートメント	




Augerによる<Xmax>とσXmax：化学組成	
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Xmax measurements above 1017 eV Alessio Porcelli

Figure 4: The mean (left) and standard deviation (right) of measured Xmax distributions of the two indepen-
dent datasets: HeCo (blue circles) and the standard FD (red squares).

Figure 5: The mean (left) and the standard deviation (right) of the measured Xmax distributions (combining
HeCo and standard datasets) as a function of energy compared to air-shower simulations for proton and iron
primaries.

2.4 Results and Interpretation

In Figure 4 the Xmax moments estimated using HeCo and the standard FD datasets are com-
pared. While hXmaxi differs by ⇠ 7 g cm�2 between datasets (within the uncorrelated systematics
of the two analyses), the second moments s(Xmax) are found to be in a good agreement. For the
combination of the datasets the HeCO hXmaxi is shifted by +7 g cm�2 and the resulting hXmaxi and
s(Xmax) are shown in Figure 5.

Between 1017.0 and 1018.3 eV hXmaxi increases by around 85 g cm�2 per decade of energy
(Figure 5, left). This value, being larger than the one expected for a constant mass composition
(⇠ 60 g cm�2/decade), indicates that the mean primary mass is getting lighter. Around ⇡ 1018.3 eV
the observed rate of change of hXmaxi becomes significantly smaller (⇠ 26 g cm�2/decade) indi-
cating that the composition is becoming heavier. The fluctuations of Xmax (Figure 5, right) start to
decrease at around the same energy ⇡ 1018.3 eV.

The mean value of lnA and its variance s

2(lnA), determined from Equations (1.1) and (1.2),
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FIG. 1. Left: EGCR flux as a function of energy for H, He and di↵erent ranges of nuclei (indicated by the charge labels), as
predicted by our acceleration model in GRBs, adjusted to the Auger data. The figure was taken from [13]. Right: E↵ect on
the propagated EGCR spectrum of di↵erent assumptions for the cosmological evolution of the source density, in (1+ z)↵, with
↵ = 2.1, 2.6, 3.0 or 3.5, as indicated.

such a simple model should be amended to take into ac-
count the energy losses and photo-dissociation processes
that may occur in the acceleration site. In a recent study,
we developed a numerical model for the acceleration of
UHECRs in the mildly relativistic internal shocks of a
GRB [13]. We showed that the relatively high density of
energetic photons in the acceleration site leads to signif-
icant photo-dissociation, which has two important con-
sequences in the present context: i) the resulting maxi-
mum energy of the nuclei is not strictly proportional to
Z, but also reflects their photo-dissociation rate; and ii)
the spectrum of the UHECRs eventually injected by the
source into the intergalactic medium is close to a hard
power-law (roughly in E

�1 below E

max

), but while all
composed nuclei have essentially the same spectral in-
dex, protons have a significantly steeper spectrum. This
is due to the secondary neutrons, which are mostly pro-
duced by photodisintegration processes during the accel-
eration. Indeed, the charged particles mostly escape from
the acceleration region in the weak scattering regime, i.e.
at the highest energies. On the contrary, the secondary
neutrons are not confined by the local magnetic fields,
and thus escape with their production spectrum (which
is similar to that of the nuclei at the shock), flowing freely
out of the source before decaying into protons (see [13]
for more details).

The model consistently predicts the shape of the spec-
tra of individual nuclei, including their high-energy cuto↵
at the source. We then convoluted individual source in-
jection over the GRB luminosity function and used our
UHECR propagation code, taking into account energy
losses, photo-dissociation and magnetic deflections[17],
to derive the propagated spectrum which can be observed
on Earth. The result is shown in Fig. 1, which is taken
from [13], with a comparison to the Auger data. The
shaded area corresponds to the so-called cosmic variance
and represent the expected range for the flux of the di↵er-

ent nuclei, including 90% of independent realisations of
the model. As can be seen, the propagated proton spec-
trum is indeed much softer than that of the other nuclei.
This model reproduces fairly well the overall spectrum,
and shows a clear transition from a proton-dominated
composition at the ankle to a Fe-dominated composition
at the highest energies.

In order to limit the number of free parameters, we use
this model of the EGCR component in the present study.
However, we allow for di↵erent assumptions regarding
the cosmological evolution of the sources. Figure 1 shows
the total spectrum obtained when the source density in-
creases as function of redshift as (1 + z)↵, with ↵ = 2.1,
2.6, 3.0 or 3.5. As expected, changing the cosmologi-
cal evolution does not a↵ect the high-energy part of the
spectrum, since the contributing sources are all located at
low redshifts, due to the GZK horizon e↵ect. However, a
stronger source evolution implies a larger contribution of
the EGCR sources at low energy. Since the correspond-
ing flux is dominated by protons, larger values of ↵ result
in larger contributions of extragalactic protons, which in-
fluences the composition at the GCR/EGCR transition.
From our calculations, we found that a relatively large
evolution, with ↵ between 3.0 and 3.5, provides the most
striking agreement with the composition measurements
over the whole energy range. In the following, we use
↵ = 3.5, which is fully compatible with the observational
constraints. In particular we verified that the gamma-
ray emission resulting from the intergalactic showers as-
sociated with the propagation of the EGCRs does not
violate the measurements made by the Fermi telescope.
We should however note that our results do not neces-
sarily imply that the EGCR sources must have a strong
cosmological evolution. Similar changes of the EGCR
spectrum could also be obtained for instance by modify-
ing the assumed source luminosity function or the turbu-
lence structure at the shock. Moreover, the assumption
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extragalactic component, which rises up strongly above
1019 eV, to reach 60% at 1020 eV.

It is interesting to note that, according to our model,
the dominant class of nuclei over roughly one decade in
energy, between ⇠ 6 1018 eV and ⇠ 5 1019 eV, should in
fact be CNO. This appears in very good agreement with
the recent Auger findings [15].

The spectra of individual nuclei are unfortunately very
di�cult to measure separately, which prevents a direct
comparison with the data. However, it is possible to
compare the data with the model predictions for the
composition-dependent observables, namely the depth
of the maximum shower development, traditionally re-
ferred to as X

max

, and its spread (among the whole set
of showers) at a given energy, �(X

max

). This is done in
Fig. 3, where we plotted the evolution of these two ob-
servables (central and right panels) with energy, together
with the Auger data. For this, we simulated the devel-
opment of a large number of cosmic-ray showers for the
di↵erent nuclei and energies, using the CONEX shower
simulator[47] with three di↵erent choices of the hadronic
interaction model (SIBYLL2.1[48], QGSJetII-4[43] and
EPOS-LHC[45, 46]. The agreement between the predic-
tion of our model and the data is remarkable over the en-
tire energy range, both qualitatively and quantitatively,
especially when the shower development is calculated us-
ing the EPOS-LHC hadronic model. It is again interest-
ing to note that this model takes into account the recent
constraints from measurements performed at LHC. Al-
though they probably do not reproduce perfectly all air
showers properties[49], the most recent hadronic models
seem to give a more coherent picture of the evolution
of the composition deduced from indirect measurements,
from the knee to the highest energies.

IV. SUMMARY

We showed that the whole CR spectrum, including
the key region of the GCR/EGCR transition, can be de-
scribed by simply superposing a rigidity dependent GCR
component and a generic EGCR model, without addi-
tional degrees of freedom.
In our model, the GCR component is identical for all

nuclei with the same rigidity. The maximum energy of
protons accelerated in Galactic sources is ⇠ 6 1016 eV,
and the transition towards extragalactic protons takes
place around 1017 eV, where KASCADE-Grande ob-
serves an ankle in the light CR component. While the
knee-like break in the GCR proton component occurs at
⇠ 3 1015 eV, the corresponding break in the Fe compo-
nents appears at ⇠ 8 1016 eV, which is in agreement with
the observed “heavy-knee” in the KASCADE-Grande
data. The normalisations of the light and heavy com-
ponents are also in good agreement with the data.
Our results suggest that extragalactic protons account

for more than 50% of the total flux from ⇠ 5 1017 eV
to ⇠ 5 1018 eV, and drop below 10% above 3 1019 eV.
The dominant class of nuclei between ⇠ 6 1018 eV and
⇠ 5 1019 eV is CNO. The evolution of the composition
predicted by our model has been shown to be fully com-
patible with the Auger data[14, 15], across the observed
transition from a light-dominated to a heavy-dominated
composition.
An important reason for the success of the model is

the fact that the EGCR source spectrum is significantly
steeper for protons than for the heavier nuclei. As re-
called above, this is because most of EGCR protons in-
jected in the intergalactic medium below ⇠ 1019 eV,
are in fact decay products of freely escaping secondary
neutrons, produced during the acceleration through the
photo-dissociation of heavier nuclei. While this is a direct
consequence of our particle acceleration model, presented
in detail in [13], we believe that it is a generic feature of
UHECR acceleration processes occurring in photon-rich

arxiv:1409.1271,	
  arXiv:1505.01377	
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extragalactic component, which rises up strongly above
1019 eV, to reach 60% at 1020 eV.

It is interesting to note that, according to our model,
the dominant class of nuclei over roughly one decade in
energy, between ⇠ 6 1018 eV and ⇠ 5 1019 eV, should in
fact be CNO. This appears in very good agreement with
the recent Auger findings [15].

The spectra of individual nuclei are unfortunately very
di�cult to measure separately, which prevents a direct
comparison with the data. However, it is possible to
compare the data with the model predictions for the
composition-dependent observables, namely the depth
of the maximum shower development, traditionally re-
ferred to as X

max

, and its spread (among the whole set
of showers) at a given energy, �(X

max

). This is done in
Fig. 3, where we plotted the evolution of these two ob-
servables (central and right panels) with energy, together
with the Auger data. For this, we simulated the devel-
opment of a large number of cosmic-ray showers for the
di↵erent nuclei and energies, using the CONEX shower
simulator[47] with three di↵erent choices of the hadronic
interaction model (SIBYLL2.1[48], QGSJetII-4[43] and
EPOS-LHC[45, 46]. The agreement between the predic-
tion of our model and the data is remarkable over the en-
tire energy range, both qualitatively and quantitatively,
especially when the shower development is calculated us-
ing the EPOS-LHC hadronic model. It is again interest-
ing to note that this model takes into account the recent
constraints from measurements performed at LHC. Al-
though they probably do not reproduce perfectly all air
showers properties[49], the most recent hadronic models
seem to give a more coherent picture of the evolution
of the composition deduced from indirect measurements,
from the knee to the highest energies.

IV. SUMMARY

We showed that the whole CR spectrum, including
the key region of the GCR/EGCR transition, can be de-
scribed by simply superposing a rigidity dependent GCR
component and a generic EGCR model, without addi-
tional degrees of freedom.
In our model, the GCR component is identical for all

nuclei with the same rigidity. The maximum energy of
protons accelerated in Galactic sources is ⇠ 6 1016 eV,
and the transition towards extragalactic protons takes
place around 1017 eV, where KASCADE-Grande ob-
serves an ankle in the light CR component. While the
knee-like break in the GCR proton component occurs at
⇠ 3 1015 eV, the corresponding break in the Fe compo-
nents appears at ⇠ 8 1016 eV, which is in agreement with
the observed “heavy-knee” in the KASCADE-Grande
data. The normalisations of the light and heavy com-
ponents are also in good agreement with the data.
Our results suggest that extragalactic protons account

for more than 50% of the total flux from ⇠ 5 1017 eV
to ⇠ 5 1018 eV, and drop below 10% above 3 1019 eV.
The dominant class of nuclei between ⇠ 6 1018 eV and
⇠ 5 1019 eV is CNO. The evolution of the composition
predicted by our model has been shown to be fully com-
patible with the Auger data[14, 15], across the observed
transition from a light-dominated to a heavy-dominated
composition.
An important reason for the success of the model is

the fact that the EGCR source spectrum is significantly
steeper for protons than for the heavier nuclei. As re-
called above, this is because most of EGCR protons in-
jected in the intergalactic medium below ⇠ 1019 eV,
are in fact decay products of freely escaping secondary
neutrons, produced during the acceleration through the
photo-dissociation of heavier nuclei. While this is a direct
consequence of our particle acceleration model, presented
in detail in [13], we believe that it is a generic feature of
UHECR acceleration processes occurring in photon-rich
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宇宙線源に迫るための	
  
UHE宇宙線の観測的研究	


15/09/28	
 2015合同シンポジウム	
 19	


観測から	
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Lightning Detection at the Pierre Auger Observatory Julian Rautenberg

1. Introduction

The Pierre Auger Observatory [1], located in the Province of Mendoza, Argentina, is the
world’s largest cosmic-ray observatory. The objectives of the observatory are to probe the origin
and characteristics of cosmic rays above 1017 eV and to study the interactions of the most energetic
particles observed in nature. The observatory is a hybrid system, a combination of a large surface
detector (SD) and a fluorescence detector (FD). The SD is composed of 1660 water-Cherenkov
stations placed on a triangular grid with nearest neighbors separated by 1500 m. It is spread over
an area of ⇠ 3000 km2 and overlooked by 27 air fluorescence telescopes, as indicated in Fig. 1.

In 2006, the Pierre Auger Collaboration started an R&D program for radio-detection of air
showers [2]. With the Auger Engineering Radio Array (AERA) [3] first important results for
the understanding of the radio emission process could be provided [4]. A strong enhancement
of the detected amplitude in case of thunderstorms has been reported before [5, 6]. Therefore,
radio detection requires the monitoring of the environmental electric field (E-field) condition to
identify data periods affected by thunderstorms. This can be done using an E-field mill. In case
of lightnings, the measured E-field values change within a second by several kV. Algorithms to
analyse the time-sequence of the E-field data are used to identify different environmental conditions
like thunderstorm and lightning strikes [7]. The E-field mill is limited in time-precision to a one-
second sampling. Moreover, it offers no space information except for the position of the E-field
mill, and its sensitivity is limited to distances of a few tens of kilometer.

2. Lightning detector

The StormTracker from Boltek1 is a lightning detection device which consists of a PCI card
and an external antenna connected via an Ethernet cable. This device is able to detect lightning

Figure 1: The Pierre Auger Observatory. Each dot corresponds to one of the 1660 surface detector stations.
The four fluorescence detector enclosures are shown, each with the 30� ⇥ 30� field of view of its six tele-
scopes. The five lightning detector stations are located at the four fluorescence buildings and at the campus
in Malargüe. From [1].

1http://www.boltek.com/product/stormpci-long-range-detection-kit

120

UHE領域のハイブリッド観測	
  
TA実験の拡張	
  

	
  
	
  

TAx4実験	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  

Auger実験	


FAST計画（T.	
  Fujii,	
  384,	
  ICRC2015） 	


UAV搭載型標準光源 

4 /12 

Optics + Octocopter = Opt-copter 

本体重量 : 2.0㎏ 
積載量      : 2.0kg   
飛行時間 : 20分 
飛行精度 : 3m 
制御          : 手動/自動 

・可搬なため様々な望遠鏡の較正を一つの 光源で可能 
・空中での操作が可能なため個々のPMTの 較正も可能 
・望遠鏡のアライメントの測定も可能 

大気蛍光望遠鏡 

マルチコプターを用いた較正の利点 

2015/09/26 2015日本物理学会秋季 TA実験268 林 

エネルギースケールの見直し、相互較正	


Optcopter（TA）	


ELS@TA実験	


Octocopter（KIT）	


エネルギー測定精度の向上	
  
エネルギースケールの統一	
  
化学組成の系統誤差縮小	
  

統計量	
  



UHE宇宙線源解明への取り組み（２）	


15/09/28	
 2015合同シンポジウム	
 21	


LHCďĹ$RHICį$
ŮRelabvisbc%Heavy%Ion%Collider%@%BNL%in%USAů�

ÿ�

LHCf%Arm2%detector%in%the%LHC%tunnel� Schemabc%view%of%the%RHICf%installabon�

longitudinal[cm]
-2000 -1500 -1000 -500 0 500 1000 1500 2000

tra
ns

ve
rse

[cm
]

-25
-20
-15
-10
-5
0
5

10
15
20
25

IP
protonnitrogen

DX magnetDX magnet

BBC

LH
Cf

18m$
(LHCĥī140m!)�

ZDC�
Frontend�

Support�

T.	
  Sako,	
  LHCf-­‐TA研究会（2014）	


LHCf実験、RHICf計画	
  

187187 cm

12
4 
cm Left Module Right Module

Practical implementation

Two modules in one box per station, 
readout by one PMT, area ~4 m2

12

10 cm10 cm

1 cm

4.2. THE SCINTILLATOR DETECTOR 69

Figure 4.12: 3D view of the SSD module with the support bars. The bars are connected to the tank
using lifting lugs present in the tank structure.

4.2.7 Calibration and control system

The SSD calibration is based on the signal of a minimum ionizing particle going through the
detector, a MIP. Since this is a thin detector, the MIP will not necessarily be well separated
from the low energy background but, being installed on top of the WCD, a cross trigger
can be used to remove all of the background. About 40% of the calibration triggers of the
WCD produce a MIP in the SSD. The statistics of calibration events recorded in a minute, the
normal WCD calibration period, are therefore enough to obtain a precise measurement of the
MIP. Figure 4.13 shows the MIP calibration histogram from a 2 m2 test module, obtained in
one minute of acquisition. The MIP is clearly defined, and will allow an absolute calibration
of the SSD to better than 5%.

The performance requirements for the SSD come mainly from calibration requirements:
in shower measurement mode, the dominant measurement errors are due to Poisson fluc-
tuations of the number of particles detected, and the overall calibration constant determi-
nation. Detector non-uniformity contributes a small error when compared to the Poisson
error, as long as non-uniformities are below 20%. While the FWHM of the WCD calibration
histogram will be clearly smaller than that of the SSD (the calibration unit for the WCD, the
VEM, is at about 100 pe), the fact that the SSD can be cross-triggered by the WCD means
that the MIP is clearly visible against very little background. The width of the MIP distri-
bution is mostly determined by Poisson statistics of the number of photoelectrons per MIP,
the non-uniformity of the detector, and the intrinsic fluctuation of the response to a single
particle, mainly due to different track lengths in the scintillator. The latter factor was deter-
mined from simulations to be around 18%. The baseline design chosen for the SSD produces
12 photoelectrons per MIP [146], which would degrade to 8 photoelectrons after 10 years of
operation due to aging. This amounts to a 35% contribution to the MIP distribution width.
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Figure 4.1: 3D view of a water-Cherenkov detector with a scintillator unit on top.

The scintillator units have to be precisely calibrated with a technique similar to the cal-
ibration procedure of the WCD (cf. section 4.2.7). The size of the detector and its intrinsic
measurement accuracy should not be the dominant limitations for the measurement. The
dynamic range of the units has to be adequate to guarantee the physics goals of the pro-
posed upgrade.

The detector will be assembled and tested in parallel in multiple assembly facilities to
reduce the production time and, therefore, has to be easily transportable. The mechanical
robustness of the scintillator units must be ensured. The units will be shipped after assem-
bly, and validated at the Malargüe facilities of the Pierre Auger Observatory before being
transported to their final destination on top of a WCD in the Pampa. They will then have
to operate for 10 years in a hostile environment, with strong winds and daily temperature
variations of up to 30�C.

4.2.2 Detector design

The baseline design relies only on existing technology for which performance measurements
have been made. The Surface Scintillator Detectors (SSD) basic unit consists of two modules
of ⇡ 2 m2 extruded plastic scintillator which are read out by wavelength-shifting (WLS)
fibers coupled to a single photo-detector. Extruded scintillator bars read by wavelength-
shifting fibers have already been employed in the MINOS detector [143]. The active part of
each module is a scintillator plane made by 12 bars 1.6 m long of extruded polystyrene scin-
tillator. Each bar is 1 cm thick and 10 cm wide. The scintillator chosen for the baseline design
is produced by the extrusion line of the Fermi National Accelerator Laboratory (FNAL) [144].

The bars are co-extruded with a TiO2 outer layer for reflectivity and have four holes in
which the wavelength-shifting fibers can be inserted. The fibers are positioned following the
grooves of the routers at both ends, in a “U” configuration that maximizes light yield and
allows the use of a single photomultiplier (at the cost of a widening of the time response
of the detector by 5 ns, which has a totally negligible impact). The fibers are therefore read

Read-out of scintillators 
with WLS fibers

Simple and robust 
construction of 
detector module 
and mounting frame, 
double roof for 
thermal insulation

Both WCD and SSD to be 
connected to new 120 MHz 
electronics

Prototype development and testing 
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Figure 2: UUB prototype. 
 
The goal is to fabricate another batch of 20 boards after these first prototypes have been 
validated. These boards should be ready early next year for the Engineering Array (10 detector 
stations), which is planned for March 2016. 

Electronics 
prototypes (120 MHz)
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Figure 4.7: The photo-detector that collects the light produced by the two bundles of fibers.

been made for the MINOS detector [143], and the aging was found to be directly related to
the temperature. Using the results from the MINOS team, which have been validated dur-
ing 10 years of operation of their detector, and using the temperatures observed in 2014 from
Figure 4.8, we obtain an expected light loss due to aging of 2.8% per year. For the design we
will therefore assume a 30% light loss over 10 years of operation. While the MINOS team
reports no effect during tests of temperature cycling, different groups in the collaboration
are repeating these cycling measurements given the sometimes-strong 30 degree day-night
temperature variations observed in Malargüe.

The total weight of one SSD unit is about 150 kg.

Figure 4.8: Left: one year of temperature measurements inside a 2 m2 prototype of SSD in operation
in the Pampa. The double roof keeps the detector below 40�C, even under the harsh direct sun of
Malargüe. Right: temperature for the first week of December 2014 compared to the temperature of
the WCD PMTs and of the electronics enclosure. The small peak in the SSD temperature in some
mornings is due to direct sunlight reaching the PMT box which was exposed in the prototype design.
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Figure 4.13: MIP histogram of a 2 m2 prototype running in the Pampa, together with VEM calibration
histograms of the WCD over which it is installed (left), and comparison to a simplified simulation
(right). These histograms correspond to one minute of data taking. Given the clean separation of
the MIP from the low energy background, no calibration issue is foreseen. These results were con-
firmed with the detailed codes discussed in section 8, including a Geant4 [147] based simulation of
the response of the SSD and WCD to low energy showers simulated with CORSIKA [148].

Non-uniformity is very well controlled with the U-shape for the fibers and the “snake” rout-
ing of the fiber up to 6% [146]. The total width expected after 10 years of operation is 40%,
assuring a MIP determination at better than 1.5% statistical accuracy. The expected MIP
histogram can be seen in figure 4.14.
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Figure 4.14: MIP histogram obtained from simulation and extrapolation of its shape after 10 years of
aging. The MIP can still be easily determined with a foreseen 1.5% statistical accuracy.

In addition to these calibration histograms, which are taken in real time but used only
offline, a rate-based method will be developed to get an estimate of the value of the MIP at
the level of the local station controller. The advantage of a rate based algorithm, stabilized
with a sigma-delta method, is that it is extremely robust. It is the same algorithm that has
been running in the WCD for more than 10 years.

Finally, extra calibration information will also be determined for the SSD as is done for
the WCD: high gain/low gain ratio, baseline noise and average pulse shape. In addition
to these calibration data, monitoring values will also be sent to the central data acquisition
system together with the WCD monitoring block (every 400 seconds). These monitoring data
will include for the SSD unit the DAC settings for the HV supply of the PMT, the effective

MIP calibration curve Temperature variation one year
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Figure 3.7: Results for the prototype SSD detectors (ASCII). Top left, ASCII signal compared to the
WCD. The signal of a 2 m2 SSD is roughly half the signal of the WCD. Non-linearity of the prototypes
detectors can be seen for large WCD signals. Top right: comparison of measured signal with expected
one from universality and average Xmax and Nµ at the reconstructed energy. The agreement is very
good. The profile of the data points is also indicated. The non-linearity at large signals is again visi-
ble. Bottom left: LDF from WCD (scaled ⇥10) and SSD for low energy events from 25 to 30 degrees of
zenith angle, normalized to reconstructed energy, compared to prediction from simulations. Bottom
right: measured signals in SSD and WCD compared to predicted ones from the universality param-
eterization, changing Nµ or the energy scale. A similar study, once systematics are understood, will
allow to determine the muon numbers of real data and any systematic in the FD-based energy scale.

3.4 Underground Muon Detector performance considerations

The AMIGA muon detectors are buried scintillator counters optimized to perform a direct
measurement of the air shower muon component at energies of ⇠1017.5 eV and higher. The
detectors will be co-located with the WCDs of the 750 m array, i.e. at 750 m spacing and
covering an area of 23.5 km2. A single station will have an area of 30 m2 and consist of 3
modules of 10 m2. One key element for this direct measurement is the absorption of the
electromagnetic shower component by the overburden. Results of a detailed simulation
study of the punch-through are given in table 3.2. The optimal depth is found to be in the
range 110 � 150 cm. The detectors will be deployed at a depth of 1.3 m. At this depth the
effective energy threshold for muons is 600 MeV/ cos qµ with qµ being the zenith angle of
the muon. As an important cross-check of the absolute efficiency and threshold energy of
detected muons, a small precision muon-counter with several threshold energies will be
installed on the surface at the Observatory, to monitor reference rates of unaccompanied
atmospheric muons.

To validate this design, a Unitary Cell of AMIGA was built, consisting of a full 7 station
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銀河系内起源と銀河系外起源
の境界はどこに？	




measured at low energies in our galaxy. Due to the Lorentz-
factor dependence of the energy loss, the individual spectra of
nuclei with mass A are subsequently suppressed at energies
above ! A · 1018 eV.
As in case of the dip-model, this ansatz gives a good descrip-
tion of the existing data (cf. Fig. 4b), but with a much softer
extra-galactic source spectrum. The transition from galactic
to extra-galactic cosmic rays is at about a factor 10 higher
energies close to 1 EeV and correspondingly, this model needs
galactic sources with a higher maximum acceleration energy
than the dip-model.

C. Ankle Model
Finally, the traditional way to reproduce the ankle-feature

is to model it as the intersection of a flat extra-galactic com-
ponent with a steep galactic component (see for instance [52],
[53]). In that case, as can be seen in Fig. 4c), the galactic cos-
mic ray spectrum extends to energies well above several EeV
and thus would require a significant modification of the simple
rigidity model of the knee.

IV. COMPOSITION OF UHECRS
All of the transition models explained in the last section give

a similar good description of the measured cosmic ray spectra
under very different astrophysical assumptions. Since they
differ substantially in the predicted cosmic ray composition as
a function of energy, this observable is the key to distinguish
between the models.
The mass composition estimated from surface detector

observables is compatible with large contributions from heavy
elements up to the highest energies (see [54], [55]). These
estimates rely to a large extent on an accurate prediction of
the number of muons (cf. Eq. 2) in air showers. However,
modern hadronic interaction models differ by as much as 30%
in the number of muons on ground [56], [57]. Moreover, the
application of air shower universality to data from the Pierre
Auger Observatory suggests, that current air shower simula-
tions systematically underestimate the number of muons [58],
[59].
The maximum of the longitudinal development of the elec-

tromagnetic component of air showers (cf. Eq. 1) provides a
composition sensitivity that is somewhat less dependent on the
details of hadronic interactions. As can be seen in Fig. 5a, all
current air shower models give similar predictions of ⟨Xmax⟩
between 0.1 and 10 EeV. It is however worthwhile noting
that this might be a mere coincidence, since also the predic-
tions of the depth of the shower maximum can be changed
significantly, if some more drastic (though experimentally not
excluded) modifications of the hadronic interactions at high
energies are assumed [60]–[63].
The shower maximum can be directly measured by fluores-

cence detectors, that can infer the longitudinal shower devel-
opment from the observation of fluorescence and Cherenkov
light emitted by the shower as a function of height [75].
Observations of the lateral distribution of Cherenkov light at
ground and its pulse shape are sensitive to Xmax as well [76].
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(c) Transition at the ankle

Fig. 4. Models of the transition from galactic to extra-galactic cosmic rays
vs. measurements of the all particle flux [34], [39]–[41], [51].
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measured at low energies in our galaxy. Due to the Lorentz-
factor dependence of the energy loss, the individual spectra of
nuclei with mass A are subsequently suppressed at energies
above ! A · 1018 eV.
As in case of the dip-model, this ansatz gives a good descrip-
tion of the existing data (cf. Fig. 4b), but with a much softer
extra-galactic source spectrum. The transition from galactic
to extra-galactic cosmic rays is at about a factor 10 higher
energies close to 1 EeV and correspondingly, this model needs
galactic sources with a higher maximum acceleration energy
than the dip-model.

C. Ankle Model
Finally, the traditional way to reproduce the ankle-feature

is to model it as the intersection of a flat extra-galactic com-
ponent with a steep galactic component (see for instance [52],
[53]). In that case, as can be seen in Fig. 4c), the galactic cos-
mic ray spectrum extends to energies well above several EeV
and thus would require a significant modification of the simple
rigidity model of the knee.

IV. COMPOSITION OF UHECRS
All of the transition models explained in the last section give

a similar good description of the measured cosmic ray spectra
under very different astrophysical assumptions. Since they
differ substantially in the predicted cosmic ray composition as
a function of energy, this observable is the key to distinguish
between the models.
The mass composition estimated from surface detector

observables is compatible with large contributions from heavy
elements up to the highest energies (see [54], [55]). These
estimates rely to a large extent on an accurate prediction of
the number of muons (cf. Eq. 2) in air showers. However,
modern hadronic interaction models differ by as much as 30%
in the number of muons on ground [56], [57]. Moreover, the
application of air shower universality to data from the Pierre
Auger Observatory suggests, that current air shower simula-
tions systematically underestimate the number of muons [58],
[59].
The maximum of the longitudinal development of the elec-

tromagnetic component of air showers (cf. Eq. 1) provides a
composition sensitivity that is somewhat less dependent on the
details of hadronic interactions. As can be seen in Fig. 5a, all
current air shower models give similar predictions of ⟨Xmax⟩
between 0.1 and 10 EeV. It is however worthwhile noting
that this might be a mere coincidence, since also the predic-
tions of the depth of the shower maximum can be changed
significantly, if some more drastic (though experimentally not
excluded) modifications of the hadronic interactions at high
energies are assumed [60]–[63].
The shower maximum can be directly measured by fluores-

cence detectors, that can infer the longitudinal shower devel-
opment from the observation of fluorescence and Cherenkov
light emitted by the shower as a function of height [75].
Observations of the lateral distribution of Cherenkov light at
ground and its pulse shape are sensitive to Xmax as well [76].
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Fig. 4. Models of the transition from galactic to extra-galactic cosmic rays
vs. measurements of the all particle flux [34], [39]–[41], [51].
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Fig. 5. Measurements of ⟨Xmax⟩ from Cherenkov [69], [70] and fluorescence [71]–[74] detectors

Measurements of the average of Xmax over almost three
orders of magnitude in energy are shown in Fig. 5a together
with predictions from air shower simulations for proton and
iron primaries. As can be seen, the data are indeed showing a
trend from a heavy composition at low energies towards a light
one at high energies, as would be expected from the transition
models introduced in the last section. There are however
systematic differences between the different experiments. The
HiRes data, for instance, is compatible with a pure proton
composition if compared to the QGSJET prediction, whereas
the data from the Pierre Auger Observatory favors a mixed
composition at all energies.

A direct comparison of the data to the ⟨Xmax⟩ predicted
by the dip-, ankle- and mixed-composition model is shown in
Fig. 5b. Obviously, none of the three models gives a satisfac-
tory description of the data, neither in shape nor the absolute
⟨Xmax⟩ value, but note that mixed-composition models have
in principle enough parameters to be adjusted to the data.

Until now we only discussed the average value of the
shower maximum. The distribution of Xmax can potentially
constrain the mass composition of cosmic rays even better. In
the naive superposition model, one would expect that nuclei
with mass A have smaller shower-to-shower fluctuations
by a factor of 1/

√
A. Correctly accounting for nuclear

fragmentation leads to somewhat larger fluctuations of
nucleus-induced showers [77]–[79], but still the width of the
Xmax distribution of iron showers is about a factor three
smaller than that for proton (about 20 and 60 g/cm2 at 1 EeV
respectively). The analysis of the Xmax distribution requires
however a good understanding of the detector resolution
and corresponding composition estimates from the Xmax

fluctuations are still contradictory (for instance pure proton
in [80] and mixed in [81] above 1 EeV).

V. THE END OF THE COSMIC RAY SPECTRUM
More than forty years after Greisen, Zatsepin and

Kuzmin [3] (GZK) predicted a suppression of the cosmic
ray flux due to interactions with the cosmic microwave back-
ground (CMB) radiation and its existence has now finally been
established with high significance by HiRes and the Pierre
Auger Observatory [26], [40] (cf. Fig 6). Furthermore, Auger
reported an anisotropy of the arrival direction of cosmic rays
above 60 EeV [82] and set a limit of ≤ 2% on the fraction
of photons above 10 EeV. The latter excludes most of the
top-down scenarios, i.e. cosmic ray production in decays of
ultra-massive particles (see eg. [83]), that were motivated by
the absence of a GZK feature in the AGASA spectrum [39].
The onset of the anisotropy at about the same energy as the
GZK threshold suggests that the suppression is indeed due to
propagation effects and not because the maximum energy of
the sources is reached: If sources are isotropically distributed
on large scales, local anisotropies can not be detected in a
transparent universe, but only if propagation losses limit the
distance from which cosmic rays can reach earth (the so-called
GZK-horizon).
It is a curiosity, that the thresholds for photo-pion production

of protons with photons of the CMB is at a similar energy as
the giant dipole resonance for iron nuclei. As can be seen in
Fig. 6, the current statistical precision of the flux measure-
ments at ultra-high energies is not sufficient to distinguish
between the predictions for the spectral shape for cosmic
rays with a pure proton [80] and iron [84] composition at
the source. (It is worthwhile noting that the measured spectra
are not corrected for the corresponding experimental energy
resolution and if a deconvolution was applied ’true’ shape
of the flux suppression would get steeper). A possible way
to resolve this degeneracy in the near future would be the
detection of photons [85] or neutrinos [86] originating from the
decay of pions produced during the proton propagation (nuclei
are expected to produce much less neutrinos [87]–[89]).
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knee以下から最高エネルギー端まで	


銀河系内起源	
銀河系内起源は単一機構か？	
  
（これほど広いエネルギー範囲を１つ	
  
（１種類）の天体でカバーしているのか？）	
  



ankle（~1018eV）に系内／系外遷移がある場合…	
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最低でも２種類の異なる起源が必要	


Figure 25: Breakdown of the cosmic-ray spectrum according to a model of Hillas [525]
as the sum of galactic H, He, CNO, Ne-S, and Fe components with the same rigidity
dependence, and extragalactic H + He having a spectrum / E

�2.3 before su↵ering
losses by cosmic microwave background and starlight interactions. The galactic com-
ponents were given a turn-down shape based on a KASCADE knee shape as far as the
point marked x. The dashed line Q is the total galactic SNR flux if the extended tail
(component B) of the galactic flux is omitted. [525].

to the poly-gonato model [3]. The sum of all elements is shown as solid line and is compared
to the average experimental all-particle flux in the figure. In this approach the second knee is
caused by the fall-o↵ of the heaviest elements with Z up to 92. It is remarkable that the second
knee occurs at E

2nd ⇡ 92 · Ek, the latter being the energy of the first knee. In this scenario a
significant extragalactic contribution is required at energies E

>⇠ 4⇥ 1017 eV.
In the model of Berezinsky and collaborators [527, 528], the dip in the all-particle spectrum

between 1018 and 1019 eV, see Fig. 26 (right), is interpreted as a structure caused by electron-
positron pair production on cosmic microwave background photons p + �

3K ! p + e

+ + e

�.
Assuming a power law injection spectrum with a spectral index between � = �2.7 (without
cosmological source evolution) and �2.4 (with cosmological source evolution), the spectrum can
be described for E > 1017.5 eV with a proton-dominated composition [527]. The shape of the
dip is confirmed by data of the Akeno, AGASA, HiRes, Yakutsk, and Fly’s Eye detectors after
energy-rescaling [528]. Below a characteristic energy Ec ⇡ 1⇥1018 eV the spectrum flattens and
the steeper galactic spectrum becomes dominant at E < Ec. The transition energy Etr < Ec

approximately coincides with the position of the second knee E

2nd observed in the all-particle
spectrum. The critical energy Ec is determined by the energy Eeq = 2.3 ⇥ 1018 eV, where
adiabatic and pair-production energy losses are equal. Thus, the position of the second knee
is explained in this scenario by proton energy losses on cosmic microwave background photons.
The extragalactic component required in the poly-gonato model is somewhere between scenarios
1 and 2 shown in Fig. 26 (right). It should be emphasized that the pair production mechanism
requires the primary particles to be dominated ( >⇠ 80%) by protons [345, 125].

Traditionally, the ankle is interpreted as the characteristic signature for the transition be-

47
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  arXiv:0904.0725	
  

A成分：Rc=4PV	
  

B成分：Rc=30PV	


A成分だけでは、この点線	
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Epcutoff%=%120!TeV!!
!
EFecutoff%=%26%x%120!TeV!=!3.1!PeV!!
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Cycle!2!alone!!

!
!

Epcutoff%=%4!PeV!
!
EFecutoff%=%26%x%4!PeV!=!104!PeV!!
!

ankle（~1018eV）に系内／系外遷移がある場合…	
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最低でも２種類の異なる起源が必要	
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FIG. 5: Left: Mean ln(A) for the four parameterizations of tables II and III. (For iron ln(A) ≈ 4.) Right: A modified fit with
the addition of a 4th population of extra-galactic protons (see text for discussion).

then integrate the spectra for Population 2 given the pa-
rameters in the Tables. We find 6 × 1048 erg/century
for Component B (Population 2) of the Hillas model as
parameterized in Table II and 2 × 1049 erg/century for
Population 2 of the global fit of Table III. Both are rea-
sonable in the sense that they could be accounted for by
special sources at a level less than 10% of the total power
requirement for all galactic cosmic rays.

D. Composition

Determination of composition with indirect air shower
experiments is difficult, primarily because of the large
fluctuations from shower to shower, which tend to smear
out differences arising from the different mixture of pri-
maries. Three data samples are shown in the left panel of
Fig. 5 below 1018 eV. TUNKA results [23] are from mea-
surement of the lateral distribution of Cherenkov light on
the ground. IceCube results are from an analysis of one
month of data on coincident events obtained when the
detector was half complete [54]. Coincident events are
those in which nearly vertical showers are reconstructed
both by IceTop on the surface and by the deep detectors
of IceCube more than 1.5 km below the surface. The
composition-sensitive parameter is the ratio of the ∼TeV
muons in the shower core to the shower size at the sur-
face. Heavier primaries produce more light due to muon
energy loss in the deep detector for a given shower size
at the surface compared to light primaries. The KAS-
CADE result [17] is based on measurements of the ratio
of electrons to muons in showers at the surface, and we

take the < ln(A) > values as plotted in Ref. [26].
In their review [26] Kampert & Unger interpolated the

depth of maximum measurements of several air fluores-
cence detectors between predictions for a pure proton as-
sumption and a pure iron assumption in order to obtain
a value for < ln(A) >. We show in the left panel of Fig. 5
the values they inferred from HiRes-MIA [55], Auger and
Telescope array. The results depend to some extent on
the hadronic interaction model used to calculate depth
of maximum for protons and iron, but the trend of the
data is similar in different models. We plot their results
for the SIBYLL model [56].
An important early result was obtained by the proto-

type of the HiRes fluorescence telescope observing show-
ers in coincidence with the underground muon array that
formed the muon detector for CASA-MIA. The combined
hybrid detector allowed the profile of nearby, relatively
small showers to be reconstructed. The measured depth
of maximum distribution they observed [55] showed the
depth of maximum increasing rapidly from 1017 eV to
3 × 1018 eV in a manner consistent with all the param-
eterizations in the left panel of Fig. 5 except the disap-
pointing model with only iron at the highest energies.
There is a significant disagreement in interpretation of

depth of maximum measurements above 1018 eV, with
Hi-Res and TA preferring nearly pure protons and Auger
preferring a transition to heavies. But in both cases, a
transition to pure iron, as would be the case at the end
of the spectrum in the case of the disappointing model,
does not seem to be indicated. The right panel of Fig. 5
shows a fit that contains a 4th population made entirely
of protons to show the amount that would be needed to
bring the composition closer to the data in this energy

化学組成の測定精度を	
  
上げることが重要	
  
（統計ではなく、系統誤差
だろうけど）	
  

Gaisser,	
  Stanev	
  &	
  Tilav,	
  arXiv:1303.3565	




Tool : The IceCube Neutrino Observatory
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6 strings-spacing optimized for lower energies

Eiffel Tower
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IceCube Lab

IceTop

Bedrock

Muon bundles :

Eµ,surface > 500 (800) GeV

Multiplicity : 1 - 1000s.

Created high in the atmosphere.

Low pt, so collimated.

Typical radius : ∼20 m (string
spacing : 125m)

IceCube Collaboration (UGent, UAA) Cosmic ray composition 07/07/2013 2 / 18
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Analysis method

Use Neural Network as regression tool to
solve non-linear mapping of measured
observables to primary energy and primary
energy.

Selected NN architecture : 5-6-4-2

NN inputs : S125 from IceTop, dE

dX
(X ),

zenith,
# HE stochastics and # HE stochastics
(strong selection).

Energy spectrum directly from NN output.

Composition from fitting data in Ereco bins
to template histograms (H, He, O, Fe)
from NN mass output.

→Less statistics compared to an analysis using
data from IceTop alone, but composition
independent spectrum + measurement of
composition.
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エネルギーと組成の決定は	
  
ニューラルネット解析で	


muon	
  budleのエネルギー損失	
  

dE
dx
[GeV m]

その他に	
  
TUNKA-­‐133,	
  NICHE（チェレンコフ光）	
  
Tibet,	
  GRAPES-­‐3（ミューオン成分）	
  
TALE（大気蛍光）	
  



knee領域以上の化学組成：測定結果とモデル計算	
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FIG. 5: Left: Mean ln(A) for the four parameterizations of tables II and III. (For iron ln(A) ≈ 4.) Right: A modified fit with
the addition of a 4th population of extra-galactic protons (see text for discussion).

then integrate the spectra for Population 2 given the pa-
rameters in the Tables. We find 6 × 1048 erg/century
for Component B (Population 2) of the Hillas model as
parameterized in Table II and 2 × 1049 erg/century for
Population 2 of the global fit of Table III. Both are rea-
sonable in the sense that they could be accounted for by
special sources at a level less than 10% of the total power
requirement for all galactic cosmic rays.

D. Composition

Determination of composition with indirect air shower
experiments is difficult, primarily because of the large
fluctuations from shower to shower, which tend to smear
out differences arising from the different mixture of pri-
maries. Three data samples are shown in the left panel of
Fig. 5 below 1018 eV. TUNKA results [23] are from mea-
surement of the lateral distribution of Cherenkov light on
the ground. IceCube results are from an analysis of one
month of data on coincident events obtained when the
detector was half complete [54]. Coincident events are
those in which nearly vertical showers are reconstructed
both by IceTop on the surface and by the deep detectors
of IceCube more than 1.5 km below the surface. The
composition-sensitive parameter is the ratio of the ∼TeV
muons in the shower core to the shower size at the sur-
face. Heavier primaries produce more light due to muon
energy loss in the deep detector for a given shower size
at the surface compared to light primaries. The KAS-
CADE result [17] is based on measurements of the ratio
of electrons to muons in showers at the surface, and we

take the < ln(A) > values as plotted in Ref. [26].
In their review [26] Kampert & Unger interpolated the

depth of maximum measurements of several air fluores-
cence detectors between predictions for a pure proton as-
sumption and a pure iron assumption in order to obtain
a value for < ln(A) >. We show in the left panel of Fig. 5
the values they inferred from HiRes-MIA [55], Auger and
Telescope array. The results depend to some extent on
the hadronic interaction model used to calculate depth
of maximum for protons and iron, but the trend of the
data is similar in different models. We plot their results
for the SIBYLL model [56].
An important early result was obtained by the proto-

type of the HiRes fluorescence telescope observing show-
ers in coincidence with the underground muon array that
formed the muon detector for CASA-MIA. The combined
hybrid detector allowed the profile of nearby, relatively
small showers to be reconstructed. The measured depth
of maximum distribution they observed [55] showed the
depth of maximum increasing rapidly from 1017 eV to
3 × 1018 eV in a manner consistent with all the param-
eterizations in the left panel of Fig. 5 except the disap-
pointing model with only iron at the highest energies.
There is a significant disagreement in interpretation of

depth of maximum measurements above 1018 eV, with
Hi-Res and TA preferring nearly pure protons and Auger
preferring a transition to heavies. But in both cases, a
transition to pure iron, as would be the case at the end
of the spectrum in the case of the disappointing model,
does not seem to be indicated. The right panel of Fig. 5
shows a fit that contains a 4th population made entirely
of protons to show the amount that would be needed to
bring the composition closer to the data in this energy

化学組成の測定精度を	
  
上げることは重要	
  
	
  
だけれども、	
  
このエネルギー領域の
宇宙線源に迫るために、	
  
他に測定量はないか？	
  
	
  
	
  

Gaisser,	
  Stanev	
  &	
  Tilav,	
  arXiv:1303.3565	




異方性振幅	


15/09/28	
 2015合同シンポジウム	
 30	


A.	
  M.	
  Hillas, Annual	
  Review	
  of	
  Nuclear	
  and	
  Par3cle	
  Science,	
  34(1984)	
  
T.	
  K.	
  Gaisser,	
  “Cosmic	
  Rays	
  and	
  Par3cle	
  Physics”	
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ANISOTROPY OF COSMIC RAYS AT KASCADE-GRANDE

preliminary

Figure 3: Upper limits for the Rayleigh amplitude, as obtained by a harmonic analyses of the distribution
of the right ascension of arrival directions, compared to the results of other experiments.
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Figure 4: Autocorrelation of the arrival directions of the 1000 showers of highest estimated primary energy.
The shaded area is the 2σ confidence region for isotropic distributions.
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Figure 5: Significance map in equatorial coordinates. The exclusion of events more inclined than 42◦
results in the clear cut-off at declination 7◦. The grid indicates galactic coordinates, with the thick curve
representing the galactic plane.
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Large-scale cosmic rays anisotropies searches with Auger data Imen Al Samarai
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Figure 3: Left: Measured phases of the first harmonic modulation in RA. Right: Upper limits of the dipole
equatorial component. Amplitudes are also reported in the two energy bins when the corresponding p-value
expected from isotropy is below 10�3.

DE [EeV] N d?±Dd? [%] f ±D
f

[�] P(> d?) [%] dUL
? [%]

750 m [E-W] 0.015�0.03 32,244 6.4±3.8 319±42 25 14.5
750 m [E-W] 0.03�0.06 393,846 1.4±0.9 169±46 30 3.3
750 m [E-W] 0.06�0.12 581,313 0.5±0.6 353±71 73 2.0
750 m [E-W] 0.12�0.25 268,728 1.4±0.8 310±43 27 3.1
750 m [E-W] 0.25�0.5 68,782 2.8±1.5 325±39 20 6.0
750 m [E-W] 0.5�1 14,324 7.2±3.3 233±31 10 14.5

1500 m [E-W] 0.25�0.5 918,247 0.58±0.45 245±54 45 1.5
1500 m [E-W] 0.5�1 1,464,390 0.65±0.33 279±36 15 1.3

1500 m [R] 1�2 738,683 0.90±0.2 326±14 1.5⇥10�2 -
1500 m [R] 2�4 196,992 0.60±0.38 325±48 45 1.45

1500 m [R,*] 4�8 50,417 0.40±0.80 15±103 88 4.0
1500 m [R,*] > 8 19,797 5.7±1.3 95±13 6.4⇥10�3 -

Table 1: Summary of the harmonic analysis in different energy intervals in terms of the equatorial com-
ponent of the dipole. In the left column, [E-W] and [R] stand for the selected methods used to obtain the
results, East-West or Rayleigh respectively. Data used are from 01/01/04 to 31/12/14, except for the two last
bins indicated with [R,*], where events with zenith angles larger than 60� are included and where the ending
date is 31/12/13, as reported in [5].

the summary phase plot shown in the left panel for CRs with energies below 1 EeV and which
is in the general direction of the Galactic Centre. An interesting possibility to explain the low
amplitudes over the wide energy range would thus be that a progressive cross-over might be taking
place between a component of Galactic origin and another one of extragalactic origin. The global
dipole anisotropy is then the sum of two vectors with opposite directions, providing then a natural
mechanism to reduce significantly the amplitude of the vector describing the arrival directions of
the whole population of CRs. Continued scrutiny of the large-scale distribution of arrival directions
of CRs with increased sensitivity will provide further insights to reveal the origin of CRs in this

32
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ANISOTROPY OF COSMIC RAYS AT KASCADE-GRANDE

preliminary

Figure 3: Upper limits for the Rayleigh amplitude, as obtained by a harmonic analyses of the distribution
of the right ascension of arrival directions, compared to the results of other experiments.
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Figure 4: Autocorrelation of the arrival directions of the 1000 showers of highest estimated primary energy.
The shaded area is the 2σ confidence region for isotropic distributions.
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. The grid indicates galactic coordinates, with the thick curve
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まとめ：宇宙線観測による宇宙線起源の解明に向けて	
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最高エネルギー領域	
  
•  Hot	
  spot（北天）？、Warm	
  spot（南天）？　←　起源が見つかりつつあるのか？	
  
•  天球上の領域ごとのエネルギースペクトル	

•  （南天↔ ︎北天、超銀河面、AGN近傍、Hotspot、…）	

•  エネルギースペクトルの形状	
  
•  エネルギースペクトルの電子対生成dip＋GZK	
  cutoffモデルとの比較	

•  到来方向分布一様性からソース密度を推定	

•  化学組成からのGRBモデル?、Global	
  fit	
  +	
  EXTRA	
  proton?	
  
	
  
銀河系内／系外遷移領域、Knee領域	
  
•  境界はどこにあるのか？	
  
•  加速源は１種類か？何種類あるのか？	
  

当面目指すべきことは	
  
•  エネルギー測定精度の向上	
  
•  エネルギースケールの統一	
  
•  統計量	
  
•  化学組成の系統誤差縮小	
  
•  シミュレーションの精度向上	
  

TA×4,	
  Auger→AugerPrime,	
  LHCf→…	
  

IceTop/IceCube,	
  Tunka,	
  …	
  

HEAT+AMIGA,	
  TALE	
  

構想（妄想）　　　　広いエネルギー領域の非常に安定した	
  
　　　　　　　　　　　 定常・高統計観測	
  →　異方性	
  
　　　　　　　　　　　　→	
  TA実験サイトを100TeV〜100EeV観測拠点に	
  

最高エネルギー領域	


系内／系外遷移領域	


knee領域以上	



