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Galac7c	  Lyα	  is	  modulated	  by	  the	  EoR	  

exp[-τreion]

The	  EoR	  modulates:	  
1.  the	  observability	  of	  Lyman	  alpha	  emission	  (talks	  by	  TT,	  Laura…)	  
2.   the	  observed	  clustering	  of	  LAEs	  
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Figure 1. Maps of visible halos at z = 9, assuming Mmin = 1.67 × 1010 M⊙, and x̄HI = 0, 0.26, 0.51, 0.77, (left to right). All slices are 250 Mpc on a
side and 20 Mpc deep (corresponding to a narrow band filter with R = λ/∆λ ∼ 125). The 15003 halo field is smoothed onto a 2003 grid here for viewing
purposes.

In constructing the ionization field, the IGM is modeled as a
two-phase medium, comprised of fully ionized and fully neutral re-
gions (this is a fairly accurate assumption at high-redshifts preced-
ing the end of reionization, unless the X-ray background is rather
strong). Using the same halo field at z = 9, we generate ionization
fields corresponding to different values of x̄HI by varying a single
efficiency parameter,1 ζ, again using the excursion-set approach
(c.f. Mesinger & Furlanetto 2007; Furlanetto et al. 2004).

This semi-numeric approach is thus ideally suited to the LAE
problem, because we are able to “resolve” relatively small halos
and simultaneously sample a large, representative volume of ion-
ized bubbles. Note that our “simulations” do not make any predic-
tions (and only weak assumptions) about the Lymanα luminosities
of these sources; we will discuss the mapping from halo mass (the
fundamental quantity for our simulations) to observable properties
below. This mapping must also be prescribed in state-of-the-art
cosmological simulations, which cannot self-consistently include
hydrodynamics (and hence star formation) while also subtending
a representative volume during reionization (c.f., McQuinn et al.
2007).

3 DAMPINGWING OPTICAL DEPTH DISTRIBUTIONS

To study the effects of reionization, we first need to track the ab-
sorption of line photons from neutral gas in the IGM. We divide the
absorption into two parts: the resonant and damping wing compo-
nents. This is convenient because they correspond to two spatially
distinct sets of absorbers. Resonant absorption occurs whenever a
photon that begins blueward of line center redshifts into resonance
(either inside the HII region surrounding the source or in the neu-
tral gas outside). Because the line-center optical depth is so large,
this component can lead to nearly complete absorption – but only

1 This differs from the method recently used by McQuinn et al. (2007),
who used a suite of N-body simulations with radiative transfer. They also
argued that a faster but effective method was to generate ionization fields
at several different redshifts (using a single radiative transfer simulation)
but apply them to a halo field at a single redshift. They thus assumed that
the ionization topology is only a weak function of redshift (McQuinn et al.
2007). The speed of our approach, which does not require a radiative trans-
fer algorithm, allows us to generate ionization fields at a single redshift
self-consistently, using the same halo field, merely by adjusting the source
efficiencies. However, we confirm that the ionization maps are very nearly
redshift-independent for most purposes (including those studied by Mc-
Quinn et al. 2007). The exceptions to this are the rare events occurring in

∼
< 10−3 of the typical fields of view discussed in §5.

for photons on the blue side of the line (e.g., Santos 2004). We will
not model this component in detail in this work.

On the other hand, photons that begin redward of line center
only redshift farther away. It is therefore only the damping wings of
the line that affect them, and the amount of absorption, exp[-τD],
where τD is the damping-wing optical depth, will depend sensi-
tively on the size of the host HII region. It is this component that
evolves most rapidly through reionization. Figure 1 shows the vis-
ible halos at z = 9, with M exp[−τD] > 1.67 × 1010M⊙, and
x̄HI = 0, 0.26, 0.51, 0.77, (left to right); the obscuration from
damping wing absorption is obvious.

We compute the total line center Lymanα optical depth along a
randomly chosen line-of-sight (LOS) centered on a halo location at
zs = 9.0. We do this by summing the damping wing optical depth,
τD , contribution from each neutral hydrogen patch (extending from
zbegin to zend) encountered along the LOS, using the approxima-
tion (Miralda-Escude 1998):
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We use eq. (1) to calculate the optical depth for each neutral hy-
drogen patch, summing the contributions of patches along the LOS
for 200 Mpc,2 wrapping around the simulation box if needed. We
construct distributions of τD for each halo mass scale and ioniza-
tion topology (i.e. x̄HI). We make sure to process LOSs from every
halo of a particular mass scale, cycling through the halo list until
each mass scale undergoes a minimum of 3 × 104 such Monte-
Carlo realizations. We also include the component of the source
halo’s peculiar velocity along the LOS, v, in our estimates of τD

by substituting zs → zs + v/c.3

2 This number was chosen experimentally in order to ensure convergence
of the τD distributions at the mass scales and neutral fractions studied in
this work.
3 Note that for simplicity we do not include the peculiar velocity of the
neutral IGM patches. These do not substantially affect our results; the treat-
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LAE	  clustering	  as	  a	  signature	  of	  
reioniza7on	  

•  The	  distribu7on	  of	  observed	  LAEs	  is	  modulated	  by	  
the	  cosmic	  HII	  regions	  on	  large-‐scales	  à	  clustering	  
increases	  during	  reioniza7on	  (e.g.	  FurlaneNo+2006;	  
McQuinn+2007,	  AM	  &	  FurlaneNo	  2008;	  Jensen+2013)	  

xHI	  à	  	  

AM	  &	  FurlaneNo	  (2008)	  



LAE	  clustering	  is	  a	  more	  robust	  probe	  
than	  evolu7on	  in	  number	  density	  

•  Clustering	  of	  DM	  halos	  is	  well-‐understood:	  the	  
intrinsic	  correla7on	  func7on	  of	  the	  host	  halos	  
only	  varies	  by	  a	  factor	  of	  ~few,	  making	  the	  
addi7onal	  contribu7on	  from	  reioniza7on	  
easier	  to	  iden7fy	  

•  The	  uncertain	  galac7c	  environment	  has	  a	  
much	  weaker	  signature	  on	  large-‐scale	  
clustering,	  than	  on	  the	  observed	  Lyα	  emission	  	  	  



LAE	  clustering	  during	  the	  EoR	  

Two	  ingredients:	  
	  i)	  Lαintr	  à	  Mhalo	  rela7on	  
	  ii)EoR	  topology	  for	  a	  given	  <xHI>	  



Extreme	  Lintr	  <-‐>	  Mh	  

M h = 2×1011M⊙

M h = 2×1010M⊙

M h = 3×109M⊙, β = 2 /3
M h = 3×109M⊙
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The clustering of LAEs during reionization 3

Here we adopt a different approach. We explore three paramet-
ric prescriptions relating the Ly↵ luminosities to halo masses. Al-
though these models match current observational constraints, they
are not intended to be overly realistic. Rather they are intended to
bracket the allowed range of the clustering signal. Consistent with
z ⇠ 4 observations (e.g. Gronke et al. 2015), we assume the Ly↵
luminosity increases with halo mass:

L

intr
↵ = L

min
↵

✓
Mh

M

min
↵

◆�

� , (2)

where � is a random variable (� = 1 with probability fduty and
� = 0 otherwise), which accounts for the expected bursty star for-
mation inside high-z DM halos (e.g. Lee et al. 2009; Wyithe et al.
2014). The normalization of the intrinsic luminosity in eq. (2) is
governed by the halo mass corresponding to the detection thresh-
old, Mmin

↵ , and the shape of the LF can be parametrized with the
power law index, �. Our fiducial models assume � = 1, though we
also compute correlation functions with � = 2/3 without notable
changes to our conclusions.

Our systematic approach therefore makes use of three ’tuning
knobs’ for the intrinsic luminosity of LAEs: (i) the Ly↵ duty cycle,
fduty, which shifts the LAE LFs up and down; (ii) the normal-
ization, Mmin

↵ , which shifts the LAE LFs left and right, and (iii)
the power-law scaling with mass, �, which flattens or steepens the
LAE LFs. For a given value of (ii) and (iii), changing (i) does not
impact the LAE clustering properties, only the observed number
density of LAEs. In our analysis of the z = 6.6 clustering, we
vary fduty with the neutral fraction of the IGM during the EoR,
in order to fix the observed number density of LAEs to the already-
constrained value of nLAE(z = 6.6) = 4.1

+0.9
�0.8⇥10

�4 Mpc�3 (for
Lintr
↵ ⇠ 2.5⇥ 10

42 erg s�1; Ouchi et al. 2010). Therefore, a given
value of Mmin

↵ requires a higher value of fduty earlier in reioniza-
tion, in order to compensate for the added attenuation of the IGM.2

Instead, (ii) and (iii) do impact the intrinsic LAE clustering.
Their combined impact can be better parametrized in term of the
luminosity-weighted average host halo mass:
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where n(Mh) is the halo mass function (HMF) at z = 6.6 (e.g.
Jenkins et al. 2001). The HMF is quite steep over the relevant range,
so that ¯

Mh is at most a factor of few higher than M

min
↵ for rea-

sonable values of � ⇠ 1, with the faintest, most abundant LAEs
dominating the intrinsic clustering. Below, we keep � = 1 and
vary the normalization in order to change the intrinsic clustering
properties, as parametrized by the luminosity-weighted mean halo
mass. Although they do not impact our clustering conclusions, we
do show some models with different values of �, illustrating that
more accurate LFs could constrain this scaling.

We take three models for ¯

Mh, spanning the allowed range:

• Most massive halos, ¯

Mh ⇡ 2⇥ 10

11
M�: this relation max-

imizes the intrinsic clustering of LAEs by assuming that the ob-
served LAEs are hosted in the most massive, most intrinsically
clustered DM halos. This is achieved by using a duty cycle of

2 The exception to this procedure is the “most massive halo” model below,
which assumes a duty cycle of unity. As the duty cycle cannot be further
increased, for this model we allow lower observed number densities during
the EoR. However, as we shall see below, this extreme model is already
ruled out.

unity, fduty = 1, which results in an average halo mass of ¯

Mh ⇡

1.8 ⇥ 10

11
M�, when normalized to the observed LAE number

density.
• Least massive halos, ¯

Mh ⇡ 3⇥ 10

9
M�: this relation is cho-

sen to minimize the intrinsic clustering of LAEs. LAE populate
DM halos down to masses of Mmin

↵ = 10

9
M�. This is an extreme

value, corresponding to the conversion of all halo baryons into stars
inside a single dynamical timescale, with all Ly↵ photons escaping
the galaxy3 Matching the observed LAE number densities in this
model requires a duty cycle fduty ⇡ 0.001, assuming a mostly-
ionized Universe.
• Moderately massive halos, ¯

Mh ⇡ 2 ⇥ 10

10
M�: this rela-

tion is chosen as an intermediate between the two extremes above,
and is in approximate agreement with the previous best-fit values
obtained from the clustering of LAEs at z ⇠6–7 (e.g. Ouchi et al.
2010). The corresponding duty cycle is fduty ⇡ 0.02, assuming a
mostly-ionized Universe.

2.1.1 Instrinsic line profiles

The intrinsic profile of the Ly↵ line is set by radiative transfer
trough the ISM and CGM, and depends on dust, DLAs, geometry
and gas kinematics (e.g. see the recent review by Dijkstra 2014).
All of these processes are highly uncertain in high-z galaxies. Here
we merely evaluate the IGM absorption at a fixed velocity off-
set from the systemic redshift, chosen in our fiducial model to be
�v =200 km s�1 (e.g. Shibuya et al. 2014; Stark et al. 2014; So-
bral et al. 2015). We also show results using �v =100 km s�1 in
Fig. A1, which serve to highlight that, unlike EoR constraints based
on the (evolution of the) LAE number density, our large-scale clus-
tering constraints are extremely insensitive to the chosen line pro-
file. This is because we do not discriminate EoR models based on
the observed LAE number density, nLAE(z = 6.6), as this quantity
depends on both intrinsic and EoR properties. As discussed above,
we instead evaluate clustering at a fixed number density (see also
Jensen et al. 2014), effectively adjusting our free parameter fduty

3 The minimum mass of the halos hosting visible LAEs (with Lintr
↵

⇠ 2.5 ⇥ 1042 erg s�1 can be crudely estimated by the following ar-
gument (c.f. Mesinger & Furlanetto 2008b): assuming that about 2/3 of
the ionizing photons absorbed within the galaxy are converted into Ly↵
photons (Osterbrock 1989), one can write the conversion as Lintr

↵ =
0.67 ⇥ h⌫↵ (1� fesc) ⇢̇⇤"�T�,res, where ⌫↵ is the rest-frame Ly↵ fre-
quency, fesc is the escape fraction of ionizing photons, ⇢̇⇤ is the star
formation rate (SFR), "� is the ionizing photon efficiency per stellar
mass and T�,res is the fraction of Ly↵ photons which escape from the
galaxy without getting resonantly absorbed. Assuming that galaxies con-
vert a fraction, f⇤, of their gas into stars over some mean time-scale,
t⇤, and that fesc ⌧ 1, one can write the above relation as: Lintr

↵ ⇠
2⇥10�12

⇣
"�f⇤T�,res

t⇤

⌘
Mh erg s�1. We obtain our most extreme model

for Lintr
↵ (Mh) by maximizing "�f⇤T�,res/t⇤: "� = 6 ⇥ 1060 ionizing

photons M�1
� ( corresponding to a PopII IMF with Z = 0.04 ⇥ Z⇤ from

Schaerer 2002), f⇤T�,res = 1, t⇤ ⇡ 200 Myr corresponding to the dy-
namical time at z ⇠ 7. These extreme assumptions result in the relation
Lintr
↵ ⇠ 2 ⇥ 1042

�
Mh/109M�

�
erg s�1, corresponding to a minimum

mass-scale ⇠ 109M� for the faintest LAEs in the Subaru Ultra Deep sur-
veys. Nevertheless, this estimate is very rough, and it is theoretically possi-
ble to detect extremely young star-bursts in any halo massive enough to host
a galaxy (above the atomic cooling threshold). We explore this even-more-
extreme possibility in the Appendix (Fig. A3), showing that our conclusions
remain unchanged, since ACFs are very weak functions of halo mass this
far below the knee of the HMFs.
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Here we adopt a different approach. We explore three paramet-
ric prescriptions relating the Ly↵ luminosities to halo masses. Al-
though these models match current observational constraints, they
are not intended to be overly realistic. Rather they are intended to
bracket the allowed range of the clustering signal. Consistent with
z ⇠ 4 observations (e.g. Gronke et al. 2015), we assume the Ly↵
luminosity increases with halo mass:
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where � is a random variable (� = 1 with probability fduty and
� = 0 otherwise), which accounts for the expected bursty star for-
mation inside high-z DM halos (e.g. Lee et al. 2009; Wyithe et al.
2014). The normalization of the intrinsic luminosity in eq. (2) is
governed by the halo mass corresponding to the detection thresh-
old, Mmin

↵ , and the shape of the LF can be parametrized with the
power law index, �. Our fiducial models assume � = 1, though we
also compute correlation functions with � = 2/3 without notable
changes to our conclusions.

Our systematic approach therefore makes use of three ’tuning
knobs’ for the intrinsic luminosity of LAEs: (i) the Ly↵ duty cycle,
fduty, which shifts the LAE LFs up and down; (ii) the normal-
ization, Mmin

↵ , which shifts the LAE LFs left and right, and (iii)
the power-law scaling with mass, �, which flattens or steepens the
LAE LFs. For a given value of (ii) and (iii), changing (i) does not
impact the LAE clustering properties, only the observed number
density of LAEs. In our analysis of the z = 6.6 clustering, we
vary fduty with the neutral fraction of the IGM during the EoR,
in order to fix the observed number density of LAEs to the already-
constrained value of nLAE(z = 6.6) = 4.1

+0.9
�0.8⇥10

�4 Mpc�3 (for
Lintr
↵ ⇠ 2.5⇥ 10

42 erg s�1; Ouchi et al. 2010). Therefore, a given
value of Mmin

↵ requires a higher value of fduty earlier in reioniza-
tion, in order to compensate for the added attenuation of the IGM.2

Instead, (ii) and (iii) do impact the intrinsic LAE clustering.
Their combined impact can be better parametrized in term of the
luminosity-weighted average host halo mass:
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where n(Mh) is the halo mass function (HMF) at z = 6.6 (e.g.
Jenkins et al. 2001). The HMF is quite steep over the relevant range,
so that ¯

Mh is at most a factor of few higher than M

min
↵ for rea-

sonable values of � ⇠ 1, with the faintest, most abundant LAEs
dominating the intrinsic clustering. Below, we keep � = 1 and
vary the normalization in order to change the intrinsic clustering
properties, as parametrized by the luminosity-weighted mean halo
mass. Although they do not impact our clustering conclusions, we
do show some models with different values of �, illustrating that
more accurate LFs could constrain this scaling.

We take three models for ¯

Mh, spanning the allowed range:

• Most massive halos, ¯

Mh ⇡ 2⇥ 10

11
M�: this relation max-

imizes the intrinsic clustering of LAEs by assuming that the ob-
served LAEs are hosted in the most massive, most intrinsically
clustered DM halos. This is achieved by using a duty cycle of

2 The exception to this procedure is the “most massive halo” model below,
which assumes a duty cycle of unity. As the duty cycle cannot be further
increased, for this model we allow lower observed number densities during
the EoR. However, as we shall see below, this extreme model is already
ruled out.
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value, corresponding to the conversion of all halo baryons into stars
inside a single dynamical timescale, with all Ly↵ photons escaping
the galaxy3 Matching the observed LAE number densities in this
model requires a duty cycle fduty ⇡ 0.001, assuming a mostly-
ionized Universe.
• Moderately massive halos, ¯

Mh ⇡ 2 ⇥ 10
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obtained from the clustering of LAEs at z ⇠6–7 (e.g. Ouchi et al.
2010). The corresponding duty cycle is fduty ⇡ 0.02, assuming a
mostly-ionized Universe.
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The intrinsic profile of the Ly↵ line is set by radiative transfer
trough the ISM and CGM, and depends on dust, DLAs, geometry
and gas kinematics (e.g. see the recent review by Dijkstra 2014).
All of these processes are highly uncertain in high-z galaxies. Here
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file. This is because we do not discriminate EoR models based on
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we instead evaluate clustering at a fixed number density (see also
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ble to detect extremely young star-bursts in any halo massive enough to host
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remain unchanged, since ACFs are very weak functions of halo mass this
far below the knee of the HMFs.

c� 0000 RAS, MNRAS 000, 000–000

nLAE(z~7)	  =	  4.1x10-‐4	  Mpc-‐3	  (Ouchi+2010)	  

xHI	  =	  0	  

Sobacchi	  &	  AM	  (2015)	  



Extreme	  reioniza7on	  morphologies	  
Faint	  galaxies	  dominate	  
(Small	  HII	  morphology)	  

Bright	  galaxies	  dominate	  
(Large	  HII	  morphology)	  

moon	  



Subaru…	  
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Subaru	  current	  and	  upcoming	  
constraints	  on	  LAE	  clustering	  

Sobacchi	  &	  AM	  (2015)	  

•  systema7c	  approach	  taking	  the	  most	  extreme	  models	  for	  
reioniza7on	  morphology	  and	  for	  Lintr	  <-‐>Mhalo	  

•  comparison	  done	  at	  fixed	  nLAE(z~7)	  (see	  also,	  e.g.	  Jensen+2014)	  

theore@cally	  allowed	  
correla7on	  func7on,	  
spanned	  by	  most	  
extreme	  models	  

1σ	  observa@ons	  Ouchi+2010	  
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1.   already	  xHI,z7	  <	  0.5,	  with	  with	  limits	  poten@ally	  improving	  by	  ~	  50%	  with	  HSC.	  	  

small	  allowed	  parameter	  
space	  
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But	  what	  do	  we	  know	  about	  the	  underlying	  
astrophysics?	  
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21-‐cm	  tomography	  

•  Sensi@ve	  to	  the	  thermal	  and	  ioniza@on	  state	  of	  the	  IGM	  
•  The	  @ming	  and	  paZerns	  of	  the	  signal	  tell	  us	  about	  source	  proper@es	  and	  IGM	  structures!!!	  



Unlocking	  proper7es	  of	  early	  galaxies:	  
going	  beyond	  <xH>	  vs	  z	  
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•  During	  the	  EoR,	  galaxies	  preferen7ally	  reside	  in	  cosmic	  
HII	  regions,	  with	  ~zero	  21cm	  emission.	  	  Thus	  a	  LAE	  map	  
should	  an@-‐correlate	  with	  the	  corresponding	  21cm	  map	  
(e.g.	  Lidz+2009)	  

254 LIDZ ET AL. Vol. 690

Figure 1. Simulated maps of the density, halo, ionization, and 21 cm fields. Each map is 130 Mpc/h on a side and is drawn from a simulation snapshot at z = 7.32 at
which point ⟨xi⟩ = 0.54 in our model. The density, ionization, and 21 cm maps are each 1 cell thick (0.25 Mpc/h), while the halo field is from a 60 cell (15 Mpc/h)
wedge. On large scales, the bright regions in the overdensity map tend to have more halos, be ionized, and be dim in 21 cm. The correspondence between the bright
regions in the halo field, and the dim regions in the 21 cm field, is the signal we characterize and quantify in this paper.
(A color version of this figure is available in the online journal.)

slices through our simulated density, halo, ionization, and
21 cm fields. Here one can clearly see that the bright regions in
the halo map correspond to dim regions in the 21 cm map, while
dim regions in the halo map correspond to bright regions in the
21 cm map. This anticorrelation is the signal we characterize and
calculate in the present paper. As one can see from the panels
of Figure 1, the anticorrelation arises because galaxies are more
abundant in large-scale overdense regions, which hence ionize
before typical regions. As a result, the overdense regions contain
less neutral hydrogen during reionization, and emit more dimly
in 21 cm than typical regions, while containing more galaxies
(see also Wyithe & Loeb 2007).

In order to quantify these visual impressions, we calculate and
show the 21 cm galaxy cross-power spectrum in Figure 2. The
top panel shows the absolute value of the 21 cm galaxy cross-
power spectrum, as well as the individual terms of Equation (1).
The bottom panel shows the cross-correlation coefficient be-
tween the two fields, r(k) = P21,gal(k)/[P21(k)Pgal(k)]1/2. In
estimating the cross-correlation coefficient here and throughout
this paper, we subtract shot noise from the galaxy power spec-
trum (before calculating r(k)) assuming that it is Poisson—i.e.,
we assume Pshot = 1/ngal, where ngal is the abundance of halos
above Mg,min.

The figure reveals several interesting features of the signal.
On large scales the 21 cm field is anticorrelated with the galaxy
field. As explained and visualized in Figure 1, this occurs
because galaxies form first, and ionize their surroundings, in
overdense regions. On small scales, the 21 cm and galaxy fields
are roughly uncorrelated. We can understand this by examining
the small-scale behavior of the constituent terms, as shown
in the top panel. The cross-power spectrum between neutral
hydrogen fraction and galactic density (∆2

x,gal(k), the x-gal term)
turns over on small scales, as indicated by the blue-dashed
line. This behavior is naturally similar to that of the density-
ionization cross-power spectrum, which turns over on scales
smaller than the size of the H ii regions during reionization
(Furlanetto et al. 2004; Zahn et al. 2007). The correlations
die off on sub-bubble scales because the entire interior of
each H ii region is highly ionized, irrespective of the interior
density and galaxy fields. For comparison, we additionally plot
the cross-power spectrum between neutral hydrogen fraction
and matter density. This resembles the cross-power spectrum
between neutral hydrogen fraction and galactic density, but
it turns over on slightly smaller scales. As we discuss in
Section 4 and Section 6.1, the turnover is on smaller scales
owing to ionized bubbles around low-mass halos, which host

Why	  am	  I	  talking	  about	  21-‐cm	  at	  a	  Lyα	  
conference?	  
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Fig. 4. This figure shows how two di�erent experiments might sample
an annulus in uv. The size of uv point is given by the station (interfer-
ometric element) size, larger station (left panel) has a larger footprint
relative to the smaller station case (right panel) in uv plane; the foot-
print is shown by the purple circles. Even though the sampled area in
the two cases might be the same, the fact that smaller stations sample
the annulus more results in an increased accuracy in their estimation
of the power spectrum.

less uncertainty one has. Obviously, if the signal we are after
is well localized in either time, space or frequency the relevant
noise calculation should take that into account.
In order to calculate the noise in the 3D power spectrum, the
main quantity we are after, one should remember that the fre-
quency direction in the observed datacube is proportional to
the redshift which in turn can be easily translated to distance
whereas the u and v coordinates are in e�ect Fourier space co-
ordinates. Therefore, to calculate the power spectrum first first
shoud Fourier transform the data cube along the frequency di-
rection. Following Morales (2005) I will call the new Fourier
space coordinate ⇥ (with d⇥ resolution) which together with u
and v define the Fourier space vector u = {u, v, ⇥}. From this,
one can calculate the noise contribution to the power spectrum
at a given |u|,

Pnoise(|u|) ⇥ 2N�1
beamN�1/2

cell

�
2kBTsys

�dAd⇥

⇥2 1
Bn(|u|)t , (5)

where Nbeam is the number of simultaneous beams that could be
measured, Ncell is the number of independent Fourier samplings
per annulus and n(|u|) is the number of baselines covering this
annulus (Morales 2005). Note that n(|u|) is proportional to
square number of stations, hence, n(|u|)dA2 is proportional to
the square of the total collecting area of the array regardless
of the station size. This means that the noise power spectrum
measurement does not depend only on the total collecting area,
band width and integration time, it also depends the number of
stations per annulus. This is easy to understand as follows, the
power in a certain Fourier space annulus is given by the vari-
ance of the measured visibilities in the annulus which carries
uncertainty proportional to the inverse square root of number of
points. This point is demonstrated in figure 4. As an example,
MWA will have the advantage of having many samplings of the
uv plane (100 times more than LOFAR) whereas LOFAR will
have the advantage of simultaneous multi-beams and somewhat
larger collecting area.

Fig. 5. A figure showing the various cosmological and galactic com-
ponents that contribute to the measured signal at a given frequency.
The slices are color coded with di�erent tales owing to the vast di�er-
ence between the range of brightness temperature in each component,
however the figure shows the rms of the galactic foregrounds, extra
galactic foregrounds and cosmological signal

5.3. The Foregrounds

The foregrounds in the frequency regime (40 � 200MHz) are
very bright and dominate the sky. In fact the amplitude of the
foreground contribution, Tsky, at 150MHz is about 4 orders of
magnitude larger than that of the expected signal. However,
since we are considering radio interferometers the important
part of the foregrounds is that of the fluctuations which reduces
the ratio between the them and the cosmological signal to about
2-3 orders of magnitude, which is still a formidable obstacle to
surmount.

The most prominent foreground is the synchrotron emission
from relativistic electrons in the Galaxy, this source of con-
tamination contributes about 75% of the foregrounds. Other
sources that contribute to the foreground are radio galaxies,
galaxy clusters, resolved supernovae remnant, free-free emis-
sion provide 25% of the foreground contribution (see Shaver
et al. 1999). Figure 5 shows simulated foreground contribu-
tion at 120 MHz taken into account all the foreground sources
mentioned.

As many studies have shown, the very smooth structure of the
foreground sources along the frequency direction will enable
disentangling their contribution from that of the cosmological
signal. The foregrounds are normally fitted by some procedure
(e.g., polynomial fitting (Jelić et al. 2008), or more advanced
non parametric methods (Harker et al. 2009b)) in order to re-
cover the EoR cosmological signal; Figure 6 shows how suc-
cessful such a recovery is.

-‐  The	  21-‐cm	  signal	  is	  out	  there!!!!	  
-‐  BUT	  it	  is	  a	  very	  difficult	  measurement!	  

Why	  is	  this	  important???	  
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An absorption profile centred at 78 megahertz in the 
sky-averaged spectrum
Judd D. Bowman1, Alan E. E. Rogers2, Raul A. Monsalve1,3,4, Thomas J. Mozdzen1 & Nivedita Mahesh1

After stars formed in the early Universe, their ultraviolet light is 
expected, eventually, to have penetrated the primordial hydrogen 
gas and altered the excitation state of its 21-centimetre hyperfine 
line. This alteration would cause the gas to absorb photons from 
the cosmic microwave background, producing a spectral distortion 
that should be observable today at radio frequencies of less than  
200 megahertz1. Here we report the detection of a flattened 
absorption profile in the sky-averaged radio spectrum, which is 
centred at a frequency of 78 megahertz and has a best-fitting full-
width at half-maximum of 19 megahertz and an amplitude of 0.5 
kelvin. The profile is largely consistent with expectations for the 
21-centimetre signal induced by early stars; however, the best-fitting 
amplitude of the profile is more than a factor of two greater than 
the largest predictions2. This discrepancy suggests that either the 
primordial gas was much colder than expected or the background 
radiation temperature was hotter than expected. Astrophysical 
phenomena (such as radiation from stars and stellar remnants) are 
unlikely to account for this discrepancy; of the proposed extensions 
to the standard model of cosmology and particle physics, only 
cooling of the gas as a result of interactions between dark matter 
and baryons seems to explain the observed amplitude3. The low-
frequency edge of the observed profile indicates that stars existed 
and had produced a background of Lyman-α photons by 180 million 
years after the Big Bang. The high-frequency edge indicates that 
the gas was heated to above the radiation temperature less than 
100 million years later.

Observations with the Experiment to Detect the Global Epoch of 
Reionization Signature (EDGES) low-band instruments, which began 
in August 2015, were used to detect the absorption profile. Each of the 
two low-band instruments consists of a radio receiver and a zenith- 
pointing, single-polarization dipole antenna. Spectra of the brightness 
temperature of the radio-frequency sky noise, spatially averaged over 
the large beams of the instruments, were recorded between 50 MHz 
and 100 MHz. Raw spectra were calibrated, filtered and integrated over 
 hundreds of hours. Automated measurements of the reflection coeffi-
cients of the antennas were performed in the field. Other measurements  
were performed in the laboratory, including of the noise waves and 
reflection coefficients of the low-noise amplifiers and additional  
calibration constants. Details of the instruments, calibration, verifica-
tion and model fitting are described in Methods.

In Fig. 1 we summarize the detection. It shows the spectrum 
observed by one of the instruments and the results of model fits. 
Galactic synchrotron emission dominates the observed sky noise, 
 yielding a power-law spectral profile that decreases from about 
5,000 K at 50 MHz to about 1,000 K at 100 MHz for the high Galactic 
latitudes shown. Fitting and removing the Galactic emission and  
ionospheric contributions from the spectrum using a five-term,  
physically motivated foreground model (equation (1) in Methods) 
results in a residual with a root-mean-square (r.m.s.) of 0.087 K.  

The absorption profile is found by fitting the integrated spectrum 
with the foreground model and a model for the 21-cm signal  
simultaneously. The best-fitting 21-cm model yields a symmetric 
U-shaped absorption profile that is centred at a frequency of 
78 ±  1 MHz and has a full-width at half- maximum of −

+19 MHz2
4 , an 

amplitude of . − .+ .0 5 K0 2
0 5  and a flattening factor of τ= −

+7 3
5 (where the 

bounds provide 99% confidence intervals including estimates of  
systematic uncertainties; see Methods for model definition). 
Uncertainties in the parameters of the fitted profile are estimated 
from statistical uncertainty in the model fits and from  systematic 
differences between the various validation trials that were performed 
using observations from both instruments and several  different data 
cuts. The 99% confidence intervals that we report are calculated as 
the outer bounds of (1) the marginalized statistical 99% confidence 
intervals from fits to the primary dataset and (2) the range of best- 
fitting values for each parameter across the validation trials. Fitting 
with both the foreground and 21-cm models lowers the residuals to 
an r.m.s. of 0.025 K. The fit shown in Fig. 1 has a signal-to-noise ratio 
of 37, calculated as the best-fitting amplitude of the profile divided 
by the statistical uncertainty of the amplitude fit, including the cova-
riance between model parameters. Additional analyses of the 

1School of Earth and Space Exploration, Arizona State University, Tempe, Arizona 85287, USA. 2Haystack Observatory, Massachusetts Institute of Technology, Westford, Massachusetts 01886, USA. 
3Center for Astrophysics and Space Astronomy, University of Colorado, Boulder, Colorado 80309, USA. 4Facultad de Ingeniería, Universidad Católica de la Santísima Concepción, Alonso de Ribera 
2850, Concepción, Chile.
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Figure 1 | Summary of detection. a, Measured spectrum for the reference 
dataset after filtering for data quality and radio-frequency interference. 
The spectrum is dominated by Galactic synchrotron emission.  
b, c, Residuals after fitting and removing only the foreground  
model (b) or the foreground and 21-cm models (c). d, Recovered  
model profile of the 21-cm absorption, with a signal-to-noise  
ratio of 37, amplitude of 0.53 K, centre frequency of 78.1 MHz and  
width of 18.7 MHz. e, Sum of the 21-cm model (d) and its residuals (c).
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observations using restricted spectral bands yield nearly identical 
best-fitting absorption profiles, with the highest signal-to-noise ratio 
reaching 52. In Fig. 2 we show representative cases of these fits.

We performed numerous hardware and processing tests to validate 
the detection. The 21-cm absorption profile is observed in data that 
span nearly two years and can be extracted at all local solar times and 
at all local sidereal times. It is detected by two identically designed 
instruments operated at the same site and located 150 m apart, and 
even after several hardware modifications to the instruments, includ-
ing orthogonal orientations of one of the antennas. Similar results for 
the absorption profile are obtained by using two independent pro-
cessing pipelines, which we tested using simulated data. The profile is 
detected using data processed via two different calibration techniques:  
absolute calibration and an additional differencing-based post- 
calibration process that reduces some possible instrumental errors. It 
is also detected using several sets of calibration solutions derived from 
 multiple laboratory measurements of the receivers and using  multiple 
on-site measurements of the reflection coefficients of the antennas. 
We modelled the sensitivity of the detection to several possible  
calibration errors and in all cases recovered profile amplitudes that 
are within the reported confidence range, as summarized in Table 1.  
An EDGES high-band instrument operates between 90 MHz and 
200 MHz at the same site using a nearly identical receiver and a scaled 
version of the low-band antennas. It does not produce a similar  feature 
at the scaled frequencies4. Analysis of radio-frequency interference 
in the observations, including in the FM radio band, shows that  
the absorption profile is inconsistent with typical spectral contribu-
tions from these sources.

We are not aware of any alternative astronomical or atmospheric 
mechanisms that are capable of producing the observed profile. H ii 
regions in the Galaxy have increasing optical depth with wavelength, 
blocking more background emission at lower frequencies, but they 
are observed primarily along the Galactic plane and generate mono-
tonic spectral profiles at the observed frequencies. Radio-frequency 
recombination lines in the Galactic plane create a ‘picket fence’ of 
narrow absorption lines separated by approximately 0.5 MHz at the 
observed frequencies5, but these lines are easy to identify and filter 
in the EDGES observations. The Earth’s ionosphere weakly absorbs 
radio signals at the observed frequencies and emits thermal radiation 
from hot electrons, but models and observations imply a broadband 
effect that varies depending on the ionospheric conditions6,7, including 
diurnal changes in the total electron content. This effect is fitted by 
our foreground model. Molecules of the hydroxyl radical and nitric 
oxide have spectral lines in the observed band and are present in the 
atmosphere, but the densities and line strengths are too low to produce 
substantial absorption.

The 21-cm line has a rest-frame frequency of 1,420 MHz. Expansion 
of the Universe redshifts the line to the observed band according to 
ν =  1,420/(1 +  z) MHz, where z is the redshift, which maps uniquely 
to the age of the Universe. The observed absorption profile is the con-
tinuous superposition of lines from gas across the observed redshift 
range and cosmological volume; hence, the shape of the profile traces 
the history of the gas across cosmic time and is not the result of the 

properties of an individual cloud. The observed absorption profile is 
centred at z ≈  17 and spans approximately 20 >  z >  15.

The intensity of the observable 21-cm signal from the early 
Universe is given as a brightness temperature relative to the micro-
wave background8:
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where xHi is the fraction of neutral hydrogen, Ωm and Ωb are the matter 
and baryon densities, respectively, in units of the critical density for a 
flat universe, h is the Hubble constant in units of 100 km s−1 Mpc−1, 
TR is the temperature of the background radiation, usually assumed to 
be from the background produced by the afterglow of the Big Bang, 
TS is the 21-cm spin temperature that defines the relative population 
of the hyperfine energy levels, and the factor of 0.023 K comes from 
atomic-line physics and the average gas density. The spin temperature 
is affected by the absorption of microwave photons, which couples TS 
to TR, as well as by resonant scattering of Lyman-α  photons and atomic 
collisions, both of which couple TS to the kinetic temperature of the 
gas TG.

The temperatures of the gas and the background radiation are 
 coupled in the early Universe through Compton scattering. This 
 coupling becomes ineffective in numerical models9,10 at z ≈  150, 
after which primordial gas cools adiabatically. In the absence of 
stars or non-standard physics, the gas temperature is expected to be 
9.3 K at z =  20, falling to 5.4 K at z =  15. The radiation temperature 
decreases more slowly owing to cosmological expansion, following 
T0(1 + z) with T0 =  2.725, and so is 57.2 K and 43.6 K at the same  
redshifts,  respectively. The spin temperature is initially coupled to the 
gas temperature as the gas cools below the radiation temperature, but 
eventually the decreasing density of the gas is insufficient to main-
tain this coupling and the spin temperature returns to the radiation 
temperature.
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Figure 2 | Best-fitting 21-cm absorption profiles for each hardware case. 
Each profile for the brightness temperature T21 is added to its residuals and 
plotted against the redshift z and the corresponding age of the Universe. 
The thick black line is the model fit for the hardware and analysis 
configuration with the highest signal-to-noise ratio (equal to 52; H2;  
see Methods), processed using 60–99 MHz and a four-term polynomial 
(see equation (2) in Methods) for the foreground model. The thin solid 
lines are the best fits from each of the other hardware configurations  
(H1, H3–H6). The dash-dotted line (P8), which extends to z >  26, is 
reproduced from Fig. 1e and uses the same data as for the thick black line 
(H2), but a different foreground model and the full frequency band.

Table 1 | Sensitivity to possible calibration errors

Error source
Estimated  
uncertainty

Modelled 
error level

Recovered  
amplitude (K)

LNA S11 magnitude 0.1 dB 1.0 dB 0.51
LNA S11 phase (delay) 20 ps 100 ps 0.48
Antenna S11 magnitude 0.02 dB 0.2 dB 0.50
Antenna S11 phase (delay) 20 ps 100 ps 0.48
No loss correction N/A N/A 0.51
No beam correction N/A N/A 0.48

The estimated uncertainty for each case is based on empirical values from laboratory 
 measurements and repeatability tests. Modelled error levels were chosen conservatively to 
be five and ten times larger than the estimated uncertainties for the phases and magnitudes, 
 respectively. LNA, low-noise amplifier; S11, input reflection coefficient; N/A, not applicable.
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Extended Data Figure 2 | Low-band antennas. a, The low-1 antenna 
with the 30 m ×  30 m mesh ground plane. The darker inner square is the 
original 10 m ×  10 m mesh. The control hut is 50 m from the antenna.  
b, A close view of the low-2 antenna. The two elevated metal panels form 

the dipole-based antenna and are supported by fibreglass legs. The balun 
consists of the two vertical brass tubes in the middle of the antenna. The 
balun shield is the shoebox-sized metal shroud around the bottom of the 
balun. The receiver is under the white metal platform and is not visible.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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Why	  is	  this	  important???	  

•  It’s	  a	  slow	  march	  to	  21-‐cm	  tomography!	  

•  We	  will	  desperately	  need	  “sanity	  checks”	  
that	  our	  signal	  is	  real	  (cosmological	  origin)	  
and	  that	  our	  analysis	  pipeline	  is	  working!	  



LAE	  –	  21cm	  cross-‐correla7on	  forecast:	  
Subaru	  HSC	  UDF	  +	  LOFAR	  1000h	  

+	  



LAE	  –	  21cm	  cross-‐correla7on	  forecast:	  
Subaru	  HSC	  UDF	  +	  LOFAR	  1000h	  

Sobacchi,	  AM,	  Greig	  (2016)	  
see	  also	  Vrbanec+2015;	  
Hasegawa+2017;	  Yoshiura+2017	  
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•  foreground	  noise	  
•  EoR	  topology	  
•  LAE	  model	  

The	  cross-‐correla@on	  will	  only	  be	  detectable	  at	  ~1	  sigma,	  
unless	  the	  EoR	  is	  characterized	  by	  large	  HII	  regions	  



LAE	  –	  21cm	  cross-‐correla7on	  forecast:	  
Subaru	  HSC	  UDF	  +	  SKA	  1000h	  

+	  



Sobacchi,	  AM,	  Greig	  (2016)	  

LAE	  –	  21cm	  cross-‐correla7on	  forecast:	  
Subaru	  HSC	  UDF	  +	  SKA	  1000h	  

SKA, 1000 h, foregroundavoidance

SMALL_HII + LARGE_HII, Mh < 2×1010 M⊙
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The	  cross-‐correla@on	  is	  easily	  detectable,	  even	  if	  <xHI>	  <	  0.1!!!	  



Conclusions	  
•  LAE	  clustering	  measurements	  with	  Subaru	  SC	  constrain	  

xHI,z7	  <	  0.5	  (68%	  C.L.),	  with	  limits	  improving	  by	  ~	  50%	  
with	  upcoming	  HSC	  UDF	  survey.	  

•  Redshis	  info	  with	  the	  PFS	  can	  dis7nguish	  between	  
reioniza7on	  models	  	  

•  DM	  halos	  hos7ng	  LAEs	  with	  Lα	  >1042.4	  erg/s	  at	  z~7	  
typically	  have	  small	  masses,	  <~1010	  Msun	  ,	  duty	  cycles	  of	  
<	  per	  cent	  à	  narrow-‐band	  selected	  LAEs	  preferen7ally	  
trace	  young,	  bursty	  galaxies	  

•  cross-‐correla7on	  with	  21cm	  provides	  an	  important	  
sanity	  check	  for	  21cm	  data	  reduc7on	  efforts:	  
•  Detec7on	  with	  Subaru	  HSC	  +	  LOFAR	  will	  be	  challenging	  unless	  

we	  get	  lucky	  and	  the	  EoR	  is	  characterized	  by	  large	  HII	  regions,	  
and	  is	  ~50%	  neutral	  at	  z~7	  

•  Detec7on	  with	  Subaru	  HSC	  +	  SKA1	  will	  be	  easy,	  even	  if	  the	  
IGM	  is	  only	  10%	  neutral	  
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LOFAR	  diff	  EoR	  
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LOFAR, 1000 h, foregroundavoidance

SMALL_HII, Mh = 3×109 M⊙
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fiducial	  

M h = 2×1011 M⊙

M h = 2×1010 M⊙

M h = 3×109 M⊙

1σ HSC (expected)
Lα > 2.5×1042 erg s-1, Δv = 200 km s-1

1σ Subaru

0 0.5 1
0

1

2

3

xHI

ω
10



low	  systemic	  v	  offset	  
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beta	  =	  2/3	  
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15%	  interlopers	  
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down	  to	  atomic-‐cooling	  thresh.	  
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bright	  sub-‐sample	  
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