
Multi-messenger Astrophysics of 
compact binary and core collapse

Kenta Hotokezaka  
(RESCEU, U of Tokyo) 

Collaborators: 
E. Nakar (Tel Aviv), T. Piran (Hebrew), S. Nissanke (GRAPPA Amsterdam), K. Masuda 

(Osaka), A. T. Deller (Swinburne) 
G. Hallinan, K. Mooley, M. M. Kasliwal, P. Beniamini (Caltech), 

M. Shibata (AEI/YITP), M. Tanaka (Tohoku U.), D. Kato (Kyusyu U.),  
H. Nagakura (Princeton)



The first multi-messenger Astrophysics: 
SN 1987A

VOLUME 58, NUMBER 14 PHYSICAL REVIEW LETTERS 6 ApRIL 1987

Event
number

Event
time
(sec)
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of PMT's
(N hii)

Electron
energy
(MeV)

Electron
angle

(degrees)

TABLE I. Measured properties of the twelve electron events
detected in the neutrino burst. The electron angle in the last
column is relative to the direction of SN1987A. The errors on
electron energies and angles are one-standard-deviation Gauss-
ian errors.
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the remainder of the events is consistent with isotropy.
In performing the search of the data of 16:09, 21

February 1987 to 07:31, 24 February 1987 JST, the data
were divided into successive 10-sec intervals. Binning
problems were avoided by offsetting each 10-sec interval
10 times by an additional second. A search was also
made on a larger data sample of 42.9 days, 9 January
1987-25 February 1987, and no other burst candidates
were found, where a burst candidate was defined as an
event multiplicity ~ 4 per 10 sec with Nh;t per event
~ 30. From the extended period it was determined that
the number of events with Nh;t ~ 30 per 10 sec was well
described by a Poisson distribution of mean n =0.0121
up to multiplicity 3, excepting only the burst of multipli-
city 6 shown in Table I. For a reduced threshold of Nh;t
per event ~ 20 per 10 sec, a Poisson distribution also ob-
tained with n =0.219 up to multiplicity 4, the only ex-
ception being the burst (of multiplicity 9) described
above. Accordingly, the rate of occurrence of 6 events
per 10 sec with Nh;t ~ 30, or 9 events per 10 sec with
Nh;t ~ 20, due to a statistical fluctuation is less than one
per 7x10 yr or less than one per 1&10 yr, respectively.
The only background process that might conceivably

give rise to a burst of events in a short interval of time
would be the production of an energetic nuclear cascade
by an incident cosmic-ray muon. The characteristics of
such events have been studied in detail previously as the
spallation background for solar- B-neutrino events.
The relative total rate of spallation leading to one or
more low-energy electron events is less than 10 per in-
cident muon. The measured multiplicity distribution of
low-energy electron events following an incident muon in
time yields a probability of multiplicity ~ 3 of 3 x 10
The low-energy electron-event background from spalla-
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FIG. 3. Scatter plot of the detected electron energy in
megaelectronvolts and the cosine of the angle between the
measured electron direction and the direction of the Large
Magellanic Cloud. The number to the left of each entry is the
time-sequential event number from Table I. The two projec-
tions of the scatter plot are also displayed.

tion has the following principal properties: (1) lt exhib-
its an exponential time structure which refiects the
known lifetimes of the radioisotope fragments from ' 0,
specifically, an (18 ~ 1.2)-msec component from ' N
and ' B, and also a component with a longer exponential
time structure of 1.2+ 0.5 sec, with relative rates 2:1, re-
spectively; and (2) the resultant P-decay electrons with
observed energies above 15 MeV occur with less than 4%
probability.
Consequently, the overall probability that any of the

muons, pl to p4, was the progenitor of the event burst in
Table I is extremely low, much less than 10 x 3
x10 x (0.04), where the last factor follows from tak-
ing the four events (Nos. 1, 7, 8, and 9) in Table I with
E,—1o.& 15 MeV. Note that the probability of 8
&10 ' does not include factors from either the details
of the internal time structure of the data in Table I, or
the time separation of the entire burst from any of the
preceding muons, or the geometrical correlation of the
low-energy electrons from spallation with the muons that
produced them.
We conclude that the event burst at 7:35:35 UT, 23

February 1987, displayed in Fig. 2 and Table I, is a
genuine neutrino burst. This is the only such burst found
by us during the period from 9 January to 25 February

1492

Hirata et al. 1987, see also Bionta et al. 1987, 
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Fig. 2 The background-subtracted spectrum for SN1987A, 
accumulated from 1 August to 31 October 1987. The line profiles 
for the two 56Co lines plus a power-law continuum are plotted as 
a solid line. Also shown is an equivalent spectrum accumulated 
in 1985. In both spectra residual features can be seen near 1.17 
and 1.33 Me V due to imperfect subtraction oflines from the internal 
calibration source. Note also the residual atmospheric continuum 

in both spectra. 

assuming that the line comes from the supernova. The quoted 
error in the flux has been increased over the statistical error to 
include an estimate of possible systematic contributions to the 
measured line intensity. This estimate is based on background-
subtracted spectra accumulated during times of similar back-
ground and occultation conditions in previous years. The spec-
trum for 1985 in Fig. 2 is one such accumulation. None of these 
spectra show any significant net flux at 847 keV. Since no system-
atic 847-keV line is observed in these pre-supernova spectra, we 
have used the observed range of fitted fluxes as an estimate of 
the possible systematic contribution to the line intensity in 1987. 
This is added to the statistical error from the fit to give an 
estimated total error on the inferred photon flux. Note again 
that this error does not reflect the statistical significance of the 
line detection itself, which is greater than 5a. 

The spectrum and the significance of the increase in line 
intensity indicate that the observed feature is unlikely to be a 
statistical fluctuation. The possibility remains that it is a real 
line produced locally, either in the Earth's atmosphere or by 
activation of spacecraft material. There is no observed atmos-
pheric line at this energy, and the appearance of the 847-keV 
line is not correlated with the residual atmospheric continuum 
in the spectra. There are possible lines near this energy from 
the decay of radioactive isotopes produced in the spacecraft, 
notably 27Mg and 56Mn. We have therefore made tests to deter-
mine if the 847-keV line is associated with activation due to 
increases in cosmic ray background (measured by vertical cutoff 
rigidity) or passage through the radiation belts in the South 
Atlantic Anomaly (SAA). Data taken at times of high rigidity 
(low background) show the same intensity (within statistics) of 
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Fig. 3 The fitted 847-keV line intensities for spectra accumulated 
for test positions differing from the position of the supernova in 
right ascension. Also shown are the intensities expected assuming 
that the line emission originates from SN1987 A. The right ascension 

of the supernova is indicated by an arrow. 
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Fig. 4 The fitted 847-keV line intensities for spectra accumulated 
for test positions differing from the position of the supernova in 
declination. Also shown are the intensities expected assuming that 
the line emission originates from SN1987A. The declination of the 

supernova is indicated by an arrow. 

the 847-keVline as data taken at low rigidity, as do data collected 
at least two 27Mg half-lives from times of low rigidity. There is 
no correlation of line intensity with difference in average rigidity 
between source and background either before or after the super-
nova. All data used were taken more than 3 h from the last 
significant SAA passage, eliminating contributions from radio-
actives with substantially shorter half-lives. The subtraction done 
orbit-by-orbit eliminates contributions to the difference from 
long half-life isotopes. Increasing the lower limit on time from 
last SAA does not affect the 847-keV line intensity. The line 
intensity does not correlate with the difference in average time 
from last SAA between the source and background spectra. The 
values of rigidity and time from SAA observed from 1 August 
to 31 October are consistent with those seen at earlier times. 

As another test for systematics, we have used the data from 
1 August to 21 October to produce spectra for celestial positions 
differing from that of the supernova by rebinning the data into 
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assuming that the line comes from the supernova. The quoted 
error in the flux has been increased over the statistical error to 
include an estimate of possible systematic contributions to the 
measured line intensity. This estimate is based on background-
subtracted spectra accumulated during times of similar back-
ground and occultation conditions in previous years. The spec-
trum for 1985 in Fig. 2 is one such accumulation. None of these 
spectra show any significant net flux at 847 keV. Since no system-
atic 847-keV line is observed in these pre-supernova spectra, we 
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the possible systematic contribution to the line intensity in 1987. 
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estimated total error on the inferred photon flux. Note again 
that this error does not reflect the statistical significance of the 
line detection itself, which is greater than 5a. 
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intensity indicate that the observed feature is unlikely to be a 
statistical fluctuation. The possibility remains that it is a real 
line produced locally, either in the Earth's atmosphere or by 
activation of spacecraft material. There is no observed atmos-
pheric line at this energy, and the appearance of the 847-keV 
line is not correlated with the residual atmospheric continuum 
in the spectra. There are possible lines near this energy from 
the decay of radioactive isotopes produced in the spacecraft, 
notably 27Mg and 56Mn. We have therefore made tests to deter-
mine if the 847-keV line is associated with activation due to 
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the 847-keVline as data taken at low rigidity, as do data collected 
at least two 27Mg half-lives from times of low rigidity. There is 
no correlation of line intensity with difference in average rigidity 
between source and background either before or after the super-
nova. All data used were taken more than 3 h from the last 
significant SAA passage, eliminating contributions from radio-
actives with substantially shorter half-lives. The subtraction done 
orbit-by-orbit eliminates contributions to the difference from 
long half-life isotopes. Increasing the lower limit on time from 
last SAA does not affect the 847-keV line intensity. The line 
intensity does not correlate with the difference in average time 
from last SAA between the source and background spectra. The 
values of rigidity and time from SAA observed from 1 August 
to 31 October are consistent with those seen at earlier times. 

As another test for systematics, we have used the data from 
1 August to 21 October to produce spectra for celestial positions 
differing from that of the supernova by rebinning the data into 
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include an estimate of possible systematic contributions to the 
measured line intensity. This estimate is based on background-
subtracted spectra accumulated during times of similar back-
ground and occultation conditions in previous years. The spec-
trum for 1985 in Fig. 2 is one such accumulation. None of these 
spectra show any significant net flux at 847 keV. Since no system-
atic 847-keV line is observed in these pre-supernova spectra, we 
have used the observed range of fitted fluxes as an estimate of 
the possible systematic contribution to the line intensity in 1987. 
This is added to the statistical error from the fit to give an 
estimated total error on the inferred photon flux. Note again 
that this error does not reflect the statistical significance of the 
line detection itself, which is greater than 5a. 

The spectrum and the significance of the increase in line 
intensity indicate that the observed feature is unlikely to be a 
statistical fluctuation. The possibility remains that it is a real 
line produced locally, either in the Earth's atmosphere or by 
activation of spacecraft material. There is no observed atmos-
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the 847-keVline as data taken at low rigidity, as do data collected 
at least two 27Mg half-lives from times of low rigidity. There is 
no correlation of line intensity with difference in average rigidity 
between source and background either before or after the super-
nova. All data used were taken more than 3 h from the last 
significant SAA passage, eliminating contributions from radio-
actives with substantially shorter half-lives. The subtraction done 
orbit-by-orbit eliminates contributions to the difference from 
long half-life isotopes. Increasing the lower limit on time from 
last SAA does not affect the 847-keV line intensity. The line 
intensity does not correlate with the difference in average time 
from last SAA between the source and background spectra. The 
values of rigidity and time from SAA observed from 1 August 
to 31 October are consistent with those seen at earlier times. 

As another test for systematics, we have used the data from 
1 August to 21 October to produce spectra for celestial positions 
differing from that of the supernova by rebinning the data into 
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Table VIL Averaged £/2? FT?/photometry for the early days of 1987A. 

(i) 

DATE(UT) 

(2) 

TIHE JD 
2446800+ 

(3) (4) (5) (6) (7) (8) 

V (B-V) (U-B) (V-R) (R-I) Note 

Feb 
Feb 
Feb 
Feb 
Feb 
Feb 
Feb 

24.454 
24.824 
25.166 
26.020 
26.970 
28.020 
28.960 

1.138 
1.508 
1.850 
2.704 
3.654 
4.704 
5.644 

50.954 
51.324 
51.666 
52.520 
53.470 
54.520 
55.460 

4.81 
4.62 
4.61 
4.51 
4.45 
4.43 
4.46 

0.09 
0.12 
0.13 
0.22 
0.38 
0.53 
0.68 

-0.84 
-0.75 
-0.68 
-0.54 
-0.21 
0.32 
0.71 

0.22 -0.03 
0.24 -0.02 
0.27 -0.02 
0.32 0.01 
0.35 0.05 
0.39 0.04 
0.42 0.08 

NZ 
SAA01 
CTIOl'ESO'LCQ 
CTI01fSAAQl,ES0 
CTI02|SAAQ1,ESQ 
CTI02,SAADI,ESO 
CTIQ2,SAA01,ESQ 

Notes: 
NZ, Horeno and Walker (1987) 
SAADI, Henzies et al. (1987) 
LCD, Shelton and Ciaría (1987) 
ESO, Cristiani et al. (1987) 
CTIOl, HattheMS (1987) 
CTI02, this work 

violet flux. After that, the IUE flux could be ignored as it 
changed the total optical plus IR flux by less than 1%. Dur- 
ing those first eight days we must add the IUE flux, as well as 
the flux between 3200 and 3600 A, which falls between the 
IUE and optical data, to the optical and IR flux. Since the 
supernova was changing so fast, we must interpolate the IUE 
data to the time of the optical observations given in Tables 
VI and VII. Figure 5 shows the dereddened IUE flux and the 

Fig. 1. (a,b) Optical UBV{RI)kc light curves for 1987A in the 
LMC. The photometry is plotted as a function of time in days since 
the neutrino outburst detected at IMB and Kamiokande II detec- 
tors (Koshiba et al. 1987; Svoboda et al. 1987). The first 20 days 
are plotted in (a) at an expanded scale. The data for the first week 
are the averaged photometry given in Table VII, and the remain- 
ing data are the nightly averages of CTIO photometry. We have 
also included the earliest V magnitudes reported by McNaught 
( 1987) and Zoltowski et al. ( 1987). 

average monochromatic flux at 3100 Â. The first eight data 
points, which are the data up to February 28, are quite well 
fit by a straight line. We have fit a linear regression to this 
part of the flux curve and interpolated the IUE flux and 
monochromatic flux at 3100 Â to the times of optical obser- 
vations. Note that the first optical data points to be used in 
the bolometric light curves are at February 24.45, which is 
0.43 days before the first IUE data point. Thus we had to 
extrapolate the IUE data to this date. The excellent linearity 
shown in Fig. 5 gives us confidence that this extrapolation 
will not be too far off. After 25.0 February, the optical/IR 
flux dominated the IUE flux, and by February 28.0 the IUE 
flux was only 2% that of the optical/IR. 

The final bolometric luminosities are given in Table VIII 
and are plotted in Fig. 6. At the same time, we have used the 
monochromatic fluxes based on the broadband photometry 
to fit the data to a function with the shape of a blackbody. 
Since the data are not fit too well by a blackbody, we have not 
included all the points in the fit. For the first three epochs, 
we have used the IUE and optical photometry out to / in the 
fits. After that, we have used the V to K photometry in the 
fits. 

The overall bolometric light curve in Fig. 6 shows that 
1987A underwent a rapid decrease in luminosity over the 
first seven days after core collapse. The luminosity then rose 
by a factor of 5 to a broad maximum on day 90. SN 1987A 
then dimmed rapidly, and on days 120-177, it appears to 
have entered an exponential decline in luminosity of 
0.010 + 0.002 mag day-1. The color evolution showed that 
the supernova declined in temperature rapidly during the 
first 7 days to about 5500 K and has remained constant at 
near that temperature for 150 days. There was perhaps a 
slight cooling after the maximum at day 90. The total lumi- 
nosity over the first 177 days is 6.4 X1048 erg. 

Once we have estimates for the luminosity and effective 
temperature, we can estimate the photospheric radius. The 
final temperatures and radii are given in Table VIII. Exam- 
ples of the blackbody fits are shown in Fig. 7. 
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Matz et al. 1987 and  Mario-Hurmy et al. 1988

This multi-messenger observation confirmed that the birth of a neutron star 
is responsible for a supernova. (I’ll come back to this at the end of the talk)

Neutrino



Gravitational-wave Astronomy
properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016

061102-2

Abbott et al. 2016 

Binary Black Hole  (BBH) merger 
 GW150914 

Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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Outline

• A comment on Binary Black Holes: an astrophysical 
implication from new LIGO/Virgo catalogue (GWTC-2) 

• Binary Neutron Star: what we have learned from multi-
messenger observations of GW170817 

• High energy (~100 MeV) neutrinos from core collapse 
supernovae and prospects with HyperKamiokande.

I will discuss very high energy gamma-rays from mergers in the 
CTA meeting next week.



Gravitational-Wave Transient Catalogue 2 (GWTC-2)
GWTC-2 contains 50 GW events detected by LIGO and Virgo since 
2015 to O3a (Abbott et al 2020). 9

old of 2.0 per year. Given our use of multiple search
pipelines to identify candidate events, we expect ⇠ 3
false alarms, i.e. candidate events caused by instrumen-
tal noise, to be present in this catalog. It is not pos-
sible to determine with certainty which specific candi-
date events are due to noise; instead we provide sta-
tistical measures of false alarm rate and probability of
astrophysical origin. Among these candidate events, 26
have been reported previously in real-time processing via
GCN Notices and Circulars [29]. Furthermore, four grav-
itational wave candidate events from O3a have already
been published separately due to their interesting prop-
erties: GW190425 [30] is the second gravitational wave
event consistent with a BNS coalescence; GW190412 [30]
is the first BBH observation with definitively asymmet-
ric component masses, which also produced detectable
gravitational radiation beyond the leading quadrupolar
order; GW190814 [31] is an even more asymmetric sys-
tem having a ⇠23 M� object merging with a ⇠2.6 M�
object, making the latter either the lightest black hole or
heaviest neutron star known to be in a double compact
object system; GW190521 [32, 33] is a BBH with total
mass ⇠ 150 M� having a primary mass above 65M� at
99% credibility.

Here we present 13 candidate events for the first time
along with the 26 previously reported candidates. Among
the 39 candidates, we find gravitational wave emission
consistent with the coalescence of BBHs, BNSs, and
neutron star–black hole binaries (NSBHs).

We report on the status of the Advanced LIGO
and Advanced Virgo gravitational wave observatories
(Sec. II) and the properties and quality of the data taken
during the analyzed period (Sec. III). Then we describe
the analysis methods that led to the identification of the
39 gravitational wave candidates (Sec. IV), as well as
the inference of their parameters (Sec. V). Next, we re-
port the significance of the identified candidates, as well
as a comparison to the public gravitational wave alerts
(Sec. VI). Finally, we discuss the properties of each event
(Sec. VII). Further interpretation of the binary popula-
tion is conducted in companion papers [36, 37]. We will
analyze the second half of Advanced LIGO and Advanced
Virgo’s third observing run (O3b) in future publications.

We provide a public data release associated with the
results contained in this paper at [38]. This includes the
data behind the figures, the simulation data used in esti-
mating search sensitivity, and the posterior samples used
in estimating the source properties.

II. INSTRUMENTS

The Advanced LIGO [2] and Advanced Virgo [3] de-
tectors are kilometer-scale laser interferometers [39]. The
current generation of detectors started operations in
2015, and since then have been alternating periods of ob-
servation with periods of tuning and improvement. Since
O1 [40] and O2 [8], the sensitivity and robustness of the

0 500 1000 1500 2000

E↵ective BNS VT [Mpc3 kyr]

0

10

20

30

40

50

60

70

C
u
m

u
la

ti
ve

D
et

ec
ti

on
s

O1 O2 O3a

FIG. 1. The number of compact binary coalescence de-
tections versus the e↵ective volume-time (VT) to which the
gravitational wave network is sensitive to BNS coalescences.
The e↵ective VT is defined as the Euclidean sensitive volume
[34] of the second-most sensitive detector in the network at a
given time, multiplied by the live time of that network con-
figuration. The Euclidean sensitive volume of each detector
is calculated from the BNS inspiral range [34, 35] shown in
Fig. 3. The e↵ective BNS VT does not account for di↵erences
in sensitivity across the entire population of signals detected
or necessary cosmological corrections, but, as shown in this
figure, is consistent with the currently observed rate of detec-
tions. The colored bands indicate the three runs, O1, O2, and
O3a. The black line is the cumulative number of confident de-
tections of all compact binary coalescences (including black
holes and neutron stars) for GWTC-1 [8] and this catalog.
The blue line, dark blue band, and light blue band are the
median, 50% confidence interval, and 90% confidence interval
of draws from a Poisson fit to the number of detections at the
end of O3a.

detectors improved significantly.

The LIGO detectors underwent several upgrades be-
tween the end of O2 and the start of O3a [41]. The main
laser sources were replaced to allow for higher operating
powers (37 W and 40 W at the input of the Hanford
and Livingston detectors respectively, to be compared to
30 W and 25 W during O2 for Hanford and Livingston
respectively), and also to reduce fluctuations in the input
beam pointing and size that were previously detrimental
for the detector sensitivity [42]. At both LIGO detectors
the two end test masses were replaced with mirrors with
lower scattering losses [43], allowing for higher circulating
power. Additionally annular test masses were installed to
reduce noise induced by residual gas damping [44]. In the
Hanford interferometer, one of the two input test masses
was also replaced, because the one which was previously
installed had a large point absorber [45] that limited the

BBH merger rate: 
99 +138 -70 Gpc-3 yr-1 (2016)         56 +44 -27    (2018)           23.9 +14.9 -8.6 Gpc-3 yr-1 (2020) 
                                                                                                                                    ~ 2.4 Myr-1 in the Milky Way

=> We were lucky for BBHs.



Spin distribution indicates the field binary origin 
Among 46 BBH mergers,  11 mergers have a positive χeff  within 
a 90% credible interval. On the contrary, there is no event with a 
clear negative χeff.     (Note that there is a bias, large χeff large observable volume) 

In fact, the underlying spin distribution peaks at positive χeff.

24

Figure 10. Reconstructions of the black hole spin magnitude and tilt distributions. Left : The distribution of dimensionless
spin magnitude � as inferred using the Default spin model (see Appendix D.1). Light traces show individual draws from the
Default posterior, while the solid black curve shows the posterior population distribution for �. Dashed lines mark the central
90% quantiles. Right : the reconstructed distribution of tilt angle cos ✓1,2 of black hole component spins relative to their orbital
angular momenta. An isotropic spin orientation, which corresponds to a uniform distribution in cos ✓1,2, is disfavored but not
ruled out. The data do, however, rule out a highly peaked distribution at cos ✓1,2 = 1. Rather, the data are consistent with a
gently peaked distribution, with a modest preference for aligned spin (cos ✓1,2 > 0).
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Figure 11. Left : Posterior for the mean µe↵ and standard deviation �e↵ of the BBH �e↵ distribution, obtained using the
Gaussian model described in Appendix D.2. We marginalize over the parameters governing the distribution of effective precessing
spins. While we infer a �e↵ distribution that is peaked at positive values, its measured width implies that a non-zero fraction of
BBH systems have negative �e↵ , implying component spins misaligned by t > 90� relative to the orbital angular momentum.
Right : Population predictive distributions for the effective inspiral spin �e↵ obtained with both the Gaussian and Default spin
models. Shaded regions show the central 90% credible bounds on p(�e↵) and the solid lines show the median posterior prediction
for the �e↵ distribution.

The presence of BBH systems with negative effective
inspiral spins carries implications for the formation chan-
nels that give rise to stellar-mass BBH mergers. Binary
black holes born in the field from isolated stellar progen-
itors are predicted to contain components whose spins
are nearly aligned with their orbital angular momenta,
although sufficiently strong supernova kicks might pro-

duce modest misalignment (O’Shaughnessy et al. 2017;
Stevenson et al. 2017; Gerosa et al. 2018; Rodriguez
et al. 2016; Bavera et al. 2019). In contrast, binaries
assembled dynamically in dense stellar environments are
expected to have randomly oriented component spins,
yielding positive or negative �e↵ with equal probabili-
ties (Rodriguez et al. 2016; Zevin et al. 2017; Rodriguez

(Abbott et al 2020)

Positive χeff means that the spin angular momenta and the orbital angular momentum  
are aligned, which is a very strong expectation of the field binary scenario. 
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Neutron Star Merger

• One of the strongest GW emitters (Hulse & Taylor 1975) 

• Standard cosmic siren (Schutz 1986) 

• A site of heavy nucleosynthesis (Lattimer & Schramm 1974) 

• Short GRB progenitors (Eichler et al 1988) 

• A laboratory of high-dense material (Flanagan & Hinderer 2008) 

• Fast Radio Burst progenitors (Totani 2013) 

Propositions Since GW170817

?



EOS=APR, Mtot = 2.7Msun

EOS=APR, Mtot = 2.9Msun

KH + 13



Variety in merger remnants

Figure 1

A summary for the merger and post-merger evolution of binary neutron stars. Mthr and
Mmax,spin denote the threshold mass for the prompt formation of a BH and the maximum mass of
rigidly rotating cold neutron stars, respectively. Their values are likely to be Mthr ⇠> 2.8M� and
Mmax,spin ⇠> 2.4M�. For the total mass m > Mthr, a BH is formed in the dynamical timescale
after the onset of merger, and for the nearly equal-mass case, m1 ⇡ m2, the mass of disks
surrounding the BH is tiny ⌧ 10�2

M�, while it could be ⇠> 10�2
M� for a highly asymmetric

system with m2/m1 ⇠< 0.8. For Mmax,spin < m < Mthr, a hypermassive neutron star (HMNS) is
formed, and it subsequently evolves through several angular-momentum transport processes,
leading to eventual collapse to a BH surrounded by a disk (or torus). See Refs. (69, 70) for the
definition of the HMNS (and SMNS referred to below). When m is close to Mthr, the lifetime of
the MNS is relatively short, while for smaller values of m toward Mmax,spin, the lifetime is longer.
For the longer lifetime, the angular-momentum transport process works for a longer timescale, and
the disk mass could be ⇠> 0.1M�, whereas for a short lifetime, it could be ⇠ 10�2

M� or less. For
m < Mmax,spin, a supramassive neutron star (SMNS) is formed and it will be alive for a
dissipation timescale of angular momentum which will be much longer than the cooling timescale
⇠ 10 s. Note that MNS denotes either a SMNS or a HMNS.

their spin is minor, the total mass (m = m1 + m2), the mass ratio (q = m2/m1 ( 1))

of the system, and the EOS are the key quantities for determining the merger remnant.

For BH-NS binaries, the BH spin as well as the mass ratio and neutron-star EOS are the

key quantities. In the following two subsections, we classify the remnants formed after

neutron-star mergers.

2.1. Binary Neutron Stars

Figure 1 summarizes the possible remnants and their evolution processes for mergers of bi-

nary neutron stars. Broadly speaking, there are two possible remnants formed immediately

after the onset of merger; BH and MNS. A BH is formed if the total mass m is so high that

the self gravity of the merger remnant cannot be sustained by the pressure associated pri-

marily with the repulsive force among nucleons and centrifugal force due to rapid rotation

associated with the orbital angular momentum of the premerger binary.

In the last decade, simulations were performed employing a variety of neutron-star EOSs

(e.g., (73, 74, 75, 76, 43, 77, 78, 79, 80, 38, 37, 52, 49, 39, 81)), of which the maximum mass

of a non-rotating neutron star is consistent with the existence of two-solar-mass neutron

4 Shibata and Hotokezaka
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The first binary neutron star merger: GW170817

∼100 s (calculated starting from 24 Hz) in the detectors’
sensitive band, the inspiral signal ended at 12∶41:04.4 UTC.
In addition, a γ-ray burst was observed 1.7 s after the
coalescence time [39–45]. The combination of data from
the LIGO and Virgo detectors allowed a precise sky
position localization to an area of 28 deg2. This measure-
ment enabled an electromagnetic follow-up campaign that
identified a counterpart near the galaxy NGC 4993, con-
sistent with the localization and distance inferred from
gravitational-wave data [46–50].
From the gravitational-wave signal, the best measured

combination of the masses is the chirp mass [51]
M ¼ 1.188þ0.004

−0.002M⊙. From the union of 90% credible
intervals obtained using different waveform models (see
Sec. IV for details), the total mass of the system is between
2.73 and 3.29 M⊙. The individual masses are in the broad
range of 0.86 to 2.26 M⊙, due to correlations between their
uncertainties. This suggests a BNS as the source of the
gravitational-wave signal, as the total masses of known
BNS systems are between 2.57 and 2.88 M⊙ with compo-
nents between 1.17 and ∼1.6 M⊙ [52]. Neutron stars in
general have precisely measured masses as large as 2.01#
0.04 M⊙ [53], whereas stellar-mass black holes found in
binaries in our galaxy have masses substantially greater
than the components of GW170817 [54–56].
Gravitational-wave observations alone are able to mea-

sure the masses of the two objects and set a lower limit on
their compactness, but the results presented here do not
exclude objects more compact than neutron stars such as
quark stars, black holes, or more exotic objects [57–61].
The detection of GRB 170817A and subsequent electro-
magnetic emission demonstrates the presence of matter.
Moreover, although a neutron star–black hole system is not
ruled out, the consistency of the mass estimates with the
dynamically measured masses of known neutron stars in
binaries, and their inconsistency with the masses of known
black holes in galactic binary systems, suggests the source
was composed of two neutron stars.

II. DATA

At the time of GW170817, the Advanced LIGO detec-
tors and the Advanced Virgo detector were in observing
mode. The maximum distances at which the LIGO-
Livingston and LIGO-Hanford detectors could detect a
BNS system (SNR ¼ 8), known as the detector horizon
[32,62,63], were 218 Mpc and 107 Mpc, while for Virgo
the horizon was 58 Mpc. The GEO600 detector [64] was
also operating at the time, but its sensitivity was insufficient
to contribute to the analysis of the inspiral. The configu-
ration of the detectors at the time of GW170817 is
summarized in [29].
A time-frequency representation [65] of the data from

all three detectors around the time of the signal is shown in
Fig 1. The signal is clearly visible in the LIGO-Hanford
and LIGO-Livingston data. The signal is not visible

in the Virgo data due to the lower BNS horizon and the
direction of the source with respect to the detector’s antenna
pattern.
Figure 1 illustrates the data as they were analyzed to

determine astrophysical source properties. After data col-
lection, several independently measured terrestrial contribu-
tions to the detector noise were subtracted from the LIGO
data usingWiener filtering [66], as described in [67–70]. This
subtraction removed calibration lines and 60 Hz ac power
mains harmonics from both LIGO data streams. The sensi-
tivity of the LIGO-Hanford detector was particularly
improved by the subtraction of laser pointing noise; several
broad peaks in the 150–800 Hz region were effectively
removed, increasing the BNS horizon of that detector
by 26%.

FIG. 1. Time-frequency representations [65] of data containing
the gravitational-wave event GW170817, observed by the LIGO-
Hanford (top), LIGO-Livingston (middle), and Virgo (bottom)
detectors. Times are shown relative to August 17, 2017 12∶41:04
UTC. The amplitude scale in each detector is normalized to that
detector’s noise amplitude spectral density. In the LIGO data,
independently observable noise sources and a glitch that occurred
in the LIGO-Livingston detector have been subtracted, as
described in the text. This noise mitigation is the same as that
used for the results presented in Sec. IV.
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to the one observed at the LIGO-Livingston detector during
GW170817. After applying the glitch subtraction tech-
nique, we found that the bias in recovered parameters
relative to their known values was well within their
uncertainties. This can be understood by noting that a
small time cut out of the coherent integration of the phase
evolution has little impact on the recovered parameters. To
corroborate these results, the test was also repeated with a
window function applied, as shown in Fig. 2 [73].
The source was localized to a region of the sky 28 deg2

in area, and 380 Mpc3 in volume, near the southern end of
the constellation Hydra, by using a combination of the
timing, phase, and amplitude of the source as observed in
the three detectors [138,139]. The third detector, Virgo, was
essential in localizing the source to a single region of the
sky, as shown in Fig. 3. The small sky area triggered a
successful follow-up campaign that identified an electro-
magnetic counterpart [50].
The luminosity distance to the source is 40þ8

−14 Mpc, the
closest ever observed gravitational-wave source and, by
association, the closest short γ-ray burst with a distance
measurement [45]. The distance measurement is correlated
with the inclination angle cos θJN ¼ Ĵ · N̂, where Ĵ is the
unit vector in the direction of the total angular momentum
of the system and N̂ is that from the source towards the
observer [140]. We find that the data are consistent with an
antialigned source: cos θJN ≤ −0.54, and the viewing angle
Θ≡minðθJN; 180° − θJNÞ is Θ ≤ 56°. Since the luminos-
ity distance of this source can be determined independently
of the gravitational wave data alone, we can use the
association with NGC 4993 to break the distance degen-
eracy with cos θJN . The estimated Hubble flow velocity
near NGC 4993 of 3017% 166 km s−1 [141] provides a
redshift, which in a flat cosmology with H0 ¼ 67.90%
0.55 km s−1 Mpc−1 [90], constrains cos θJN < −0.88 and
Θ < 28°. The constraint varies with the assumptions made
about H0 [141].

From the gravitational-wave phase and the ∼3000 cycles
in the frequency range considered, we constrain the chirp
mass in the detector frame to be Mdet ¼ 1.1977þ0.0008

−0.0003M⊙
[51]. The mass parameters in the detector frame are related
to the rest-frame masses of the source by its redshift z as
mdet ¼ mð1þ zÞ [142]. Assuming the above cosmology
[90], and correcting for the motion of the Solar System
Barycenter with respect to the Cosmic Microwave
Background [143], the gravitational-wave distance meas-
urement alone implies a cosmological redshift of
0.008þ0.002

−0.003 , which is consistent with that of NGC 4993
[50,141,144,145]. Without the host galaxy, the uncertainty
in the source’s chirp mass M is dominated by the
uncertainty in its luminosity distance. Independent of the
waveform model or the choice of priors, described below,
the source-frame chirp mass is M ¼ 1.188þ0.004

−0.002M⊙.
While the chirp mass is well constrained, our estimates

of the component masses are affected by the degeneracy
between mass ratio q and the aligned spin components χ1z
and χ2z [38,146–150]. Therefore, the estimates of q and
the component masses depend on assumptions made
about the admissible values of the spins. While χ < 1
for black holes, and quark stars allow even larger spin
values, realistic NS equations of state typically imply
more stringent limits. For the set of EOS studied in [151]
χ < 0.7, although other EOS can exceed this bound. We
began by assuming jχj ≤ 0.89, a limit imposed by
available rapid waveform models, with an isotropic prior
on the spin direction. With these priors we recover q ∈
ð0.4; 1.0Þ and a constraint on the effective aligned spin of
the system [127,152] of χeff ∈ ð−0.01; 0.17Þ. The aligned
spin components are consistent with zero, with stricter
bounds than in previous BBH observations [26,28,29].
Analysis using the effective precessing phenomenological
waveforms of [128], which do not contain tidal effects,
demonstrates that spin components in the orbital plane are
not constrained.

TABLE I. Source properties for GW170817: we give ranges encompassing the 90% credible intervals for different assumptions of the
waveform model to bound systematic uncertainty. The mass values are quoted in the frame of the source, accounting for uncertainty in
the source redshift.

Low-spin priors ðjχj ≤ 0.05Þ High-spin priors ðjχj ≤ 0.89Þ
Primary mass m1 1.36–1.60 M⊙ 1.36–2.26 M⊙
Secondary mass m2 1.17–1.36 M⊙ 0.86–1.36 M⊙
Chirp mass M 1.188þ0.004

−0.002M⊙ 1.188þ0.004
−0.002M⊙

Mass ratio m2=m1 0.7–1.0 0.4–1.0
Total mass mtot 2.74þ0.04

−0.01M⊙ 2.82þ0.47
−0.09M⊙

Radiated energy Erad > 0.025M⊙c2 > 0.025M⊙c2
Luminosity distance DL 40þ8

−14 Mpc 40þ8
−14 Mpc

Viewing angle Θ ≤ 55° ≤ 56°
Using NGC 4993 location ≤ 28° ≤ 28°
Combined dimensionless tidal deformability ~Λ ≤ 800 ≤ 700
Dimensionless tidal deformability Λð1.4M⊙Þ ≤ 800 ≤ 1400

PRL 119, 161101 (2017) P HY S I CA L R EV I EW LE T T ER S week ending
20 OCTOBER 2017

161101-5

High Signal-to-noise ratio ~ 30

Abbott et al 2017

dr
af

t

6

8 10 12 14

R (km)

0.5

1.0

1.5

2.0

2.5

3.0

m
(M

�
)

W
F
F
1

A
P

R
4

S
L
y

M
P
A

1

H
4

BH
lim

it

Buc
hd

ah
l l
im

it
0

1

0 1

FIG. 3. Marginalized posterior for the mass m and areal radius R of each binary component using EOS-insensitive relations (left panel)
and a parametrized EOS where we impose a lower limit on the maximum mass of 1.97M� (right panel). The top blue (bottom orange)
posterior corresponds to the heavier (lighter) NS. Example mass-radius curves for selected EOSs are overplotted in grey. The lines in
the top left denote the Schwarzschild BH (R = 2m) and Buchdahl (R = 9m/4) limits. In the one-dimensional plots, solid lines are
used for the posteriors, while dashed lines are used for the corresponding parameter priors. Dotted vertical lines are used for the bounds
of the 90% credible intervals.

ence [63] arrives at a similar conclusion using our ⇤̃ < 800
constraint [5] (though see [52] for an amended ⇤̃ bound)
and the observation that ⇤̃ is almost insensitive to the bi-
nary mass ratio [99]. Our improved estimate of ⇤1.4 =
190+390

�120
, and R1 = 10.8+2.0

�1.7 km and R2 = 10.7+2.1
�1.5 km

for the EOS-insensitive-relation analysis is roughly consis-
tent with these estimates (see for example Fig. 1 of [62]
and [58]). If we additionally enforce the heaviest ob-
served pulsar to be supported by placing direct constraints
on the EOS parameter space, we get further improvement
in the radius measurement, with R1 = 11.9+1.4

�1.4 km and
R2 = 11.9+1.4

�1.4 km.

A recent analysis of the GW170817 data was performed
in De et al. [53] using the TaylorF2 model, imposing that
the two NSs have the same radii which, under the addi-
tional assumption that ⇤ / C�6 (an alternative to the ⇤–
C relation used here [104]), directly relates the two tidal
deformabilities as ⇤1 = q6⇤2. De et al. constrain the
common NS radius to a 90% credible interval 8.7 km <
R̂ < 14.1 km, corresponding to a width of 5.4 km, which
is wider than the uncertainties on radii presented in this pa-
per by a factor of about two. There are differences in sev-
eral details of the set-up of the two analyses (most notably,
frequency range, data calibration, the noise PSD estima-
tion, waveform model, parameter priors, assumed relations
between radii and ⇤s and treatment of corresponding un-
certainties), each of which may be responsible for part of

the observed discrepancies. The analysis of De et al. re-
produces the initial tidal deformability results of Abbott
et al. [5], but improvements detailed in [52] and used in this
work improved our tidal constraints by ⇠ 10-20%. Here,
in contrast to De et al, we found that enforcing a common
EOS additionally restricts the recovered tidal parameters,
as shown in Fig 1. We note, however, that while our re-
sulting posteriors for the two NS radii are similar to each
other, a fraction of the posterior samples gives pairs with
significantly different NS radii, up to |R1 � R2| ⇠ 2 km.
Therefore, the De et al. analysis makes considerably dif-
ferent assumptions when enforcing a common EOS than
us.

Our results, and specifically the lower radius limit,
do not constitute observational proof of tidal effects in
GW170817, as our analysis has explicitly assumed that the
coalescing bodies were NSs both in terms of their spins
and tidal deformabilities. In particular, the spins are re-
stricted to small values typical for galactic NSs in binaries,
and the tidal deformabilites are calculated consistently as-
suming a common typical NS EoS. Moreover, the ⇤–C
map diverges as ⇤ approaches zero (BH), and therefore
the lower bounds obtained for the radii do not imply lower
bounds on the tidal deformabilities. Meanwhile, the analy-
sis of [52] assumes independent tidal parameters and finds
a lower bound on ⇤̃ only under the small-spin assumption
but not if spins larger than 0.05 are allowed.

The detection of GW170817 has opened new avenues in



Merger rate
Gravitational wave 
RGW =920+2220-790  Gpc-3 yr-1 (2018)            320+490-240 (2020) 

=> ~ 32+49-24  Myr-1  the Milky-Way Galaxy

Short GRBs 
RSGRB = 6+2-2 Gpc-3 yr-1 (before a beaming correction, Wanderman & Piran 15)  

=> ~390+130-130 (fb-1/65) Gpc-3 yr-1 (corresponding to a half-opening angle of 10o)

RGW ~ RSGRB (corrected) suggests that all short GRBs can arise from mergers.

Galactic binary neutron stars (BNS) 
RBNS =  42+30-10  Myr-1 (Pol, MclLaughlin, & Lorimer 2019),  
which is dominated by 5 systems, J1906+0746, B1913+16 (Hulse-Taylor), 
J0737-3039A/B (the double), J1757-1854, J1946+2052 (the tightest)

We were also lucky for neutron star mergers.



Gravitational waves

(2017 Aug 17.5) 

T = 0

Gamma-rays

T = 1.7 seconds
Optical

T = 10h 52m

Ultraviolet

T = 15 hours 

Near Infrared

T = 11h 36m X-rays

T = 9 days

Radio

T = 16 days 

Delayed Arrival of  X-rays and Radio

Extremely faint!
(~15 uJy @ 3 GHz)

Off-axis jet?

EM Counterpart Discovery Timeline
Follow-up observations of GW170817

Abbott et al., ApJL. 848, L12 (2017)



1 Scientific justification

The era of gravitational-wave (GW) astronomy has begun with the announcement of the discovery
of five double black hole (BH-BH) mergers (Abbott et al. 2016a, 2017a,b,c) and one double neutron
star (NS-NS) merger (GW170817; Abbott et al. 2017d). Localized to the lenticular galaxy NGC
4993 at 40Mpc (Coulter et al. 2017), GW170817 was the first GW event with an electromagnetic
(EM) counterpart. It was accompanied by prompt �-rays, fast-fading UV/optical/NIR, and long-
lived X-ray, optical, and radio emission (Abbott et al. 2017e and references therein; left panel of
Figure 1). GW170817 yielded a scientific bonanza in fields as wide-ranging as gravitational physics,
nucleosynthesis, extreme states of nuclear matter, relativistic explosions and jets, and cosmology.
The EM signatures of GW170817 were remarkably di↵erent from what prior models predicted. The

�-rays were a factor of ⇠ 103 weaker than for ordinary short �-ray bursts (SGRBs), there was an early
blue kilonova presumably due to lanthanide-free polar ejecta (Fernandez & Metzger 2016, Kasen et
al. 2017), and late onset of radio/X-ray emission (Abbott et al. 2017e and references therein). A
subsequent fainter, longer-lived, red kilonova emission was powered by lanthanide-rich tidal ejecta or
an accretion disk wind. The merger likely produced a hyper-massive NS, rapidly followed by collapse
to a BH on a short timescale (⇠ 100ms; Kasen et al. 2017, Pooley et al. 2018). A relativistic jet was
launched, but became entrenched in the dynamical ejecta, driving a wide-angled, mildly relativistic
outflow, commonly referred to as a “cocoon” or “structured jet”. This cocoon was likely responsible
for the early-time �-rays, as well as late time X-ray (Ruan et al. 2018, Margutti et al. 2018, Troja et
al. 2018) and radio emission (e.g. Mooley et al. 2018, Margutti et al. 2018). It is unclear whether
the jet eventually burrowed through the ejecta to successfully produce a SGRB (e.g. Margutti et al.
2018). See Figure 1 for a depiction of the di↵erent ejecta components and EM signals.

Figure 1: Left panel: The optical/NIR “kilonova” and the X-ray, radio afterglows of GW170817.
The short-lived kilonova signal is powered by the radioactive decay of r-process nuclei, while the long-
lived X-ray and radio are synchrotron emission from fast-moving, wide-angle shocks. X-ray, Optical,
and radio emission is expected in 30–80% of NS-NS and NS-BH mergers. Right panel: The variety
of ejecta components, labeled in black font, and resulting EM signals, labeled in colored font, from
NS-NS and NS-BH mergers (adapted from Ioka & Nakamura 2017).

Despite the smashing success of the observing campaign surrounding GW170817, many fundamen-
tal questions about the NS merger process remain unanswered. What fraction of mergers produce
central engines and relativistic jets? How long do they operate, and how often are they able to
successfully penetrate the merger ejecta and radiate to on-axis observers as a classical SGRB? How
much energy is released in total? What is the maximum mass for a stable NS remnant? What will

1

GW170817: GRB, Kilonova & Afterglow
31

Figure 7. The 256 ms binned lightcurve of GRB 170817A in the 10–300 keV band for NaI 1, 2, and 5. The shaded regions are

the di↵erent time intervals selected for spectral analysis. The inclusion of the lower energies shows the soft tail out to T0+2 s.
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Figure 8. Spectral fits of the count rate spectrum for the [Left] main pulse (Comptonized) and [Right] softer emission (black

body). The blue bins are the forward-folded model fit to the count rate spectrum, the data points are colored based on the

detector, and 2� upper limits estimated from the model variance are shown as downward-pointing arrows. The residuals are

shown in the lower subpanels.

GRB 170817 (X-γ) Kilonova (uv-IR) Afterglow (radio-X)
Dissipation in the outflow: 

L ~ 1046 - 1047 erg/s
Radioactive decay: 
~ 1038 - 1042 erg/s

Kinetic energy deposited 
into the ISM: ~ 1038 - 1040 erg/s 

Goldstein +17



Kilonova in GW170817
 

 

Extended Data Figure 4 | AT 2017gfo evolves faster than any known 

supernova, contributing to its classification as a kilonova. We compare our 

w-band data of AT 2017gfo (red; arrows denote 5σ non-detection upper limits 

reported by others55,56) to r-band templates of common supernova types (types Ia 

and Ib/c normalized to peaks of −19 and −18 mag respectively)50,51, to r-band 

data of two rapidly-evolving supernovae52,53 (SN 2002bj and SN 2010X) and to 

R-band data of the drop from the plateau of the prototypical type IIP supernova54 

SN 1999em (dashed line; shifted by one magnitude for clarity). 
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Basics of Kilonovae 
Li & Paczynski 1998, Kulkarni 2005, Metzger + 2010

Time

Merger Mass ejection R-process 
nucelosynthesis

Radioactive decay

Photons  
diffuse out

Optically 
thin

t=0            0<t<100ms               ~<1s                     1day              > 10day 
   
10km        10-100km                 < 0.1Rsun               10AU              >100AU



Dynamical mass ejection
1.6Msun and 1.3Msun

KH + 2013

1.5Msun and 1.2Msun

Bauswein + 13, Piran + 13, Rosswog 2013, Kyutoku+15, Sekiguchi + 15, 16, Radice+16

HMNS formation: 
• Tidal (cold) + shock (hot)  
• Ejection lasts: ~ 5 ms 
• Mass < 0.01Msun, v ~ 0.2c

Prompt BH formation: 
• Tidal (cold) 
• Ejection lasts: ~ 1 ms 
• Mass < 0.01Msun, v ~ 0.2c



Dynamical ejection vs Disk outgflow
16
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Figure 16. Dynamical ejecta Mej;dyn versus secular ejecta masses
Mej;sec. With the exception of the prompt BH formation cases that
are able to expel at least a few 10�4 M� in dynamical ejecta, the
secular ejecta dominate over the dynamical ejecta.

et al. 2018). According to this scenario, Mdisk should
have been larger than at least ⇠0.1 M�. This, in turn,
implies that ⇤̃ for GW170817 should have been larger
than about 400. Another possibility, that, however, we
cannot presently test with our data, is that the pro-
genitor binary to GW170817 had a large mass asym-
metry. Under these conditions it has been suggested
that the merger could still produce a massive disk even
for compact configurations (Shibata et al. 2003; Shibata
& Taniguchi 2006; Rezzolla et al. 2010). On the other
hand, large mass asymmetries are disfavored on the basis
of mass measurements for galactic double pulsars (Ozel
& Freire 2016). Moreover, Shibata & Taniguchi (2006)
found that the accretion disk mass only increases by
about an order of magnitude for extremely asymmetric
binaries.

We speculate on the total amount of mass expelled
in a BNS merger. We consider three di↵erent ejection
channels. In addition to the dynamical ejecta, directly
extracted from the simulations, we include the possi-
ble presence of neutrino- and magnetically-driven winds
from the disk, which develop on a time scale of a few
tens of ms. We parametrize their contribution to the
ejecta as a fraction of the disk mass. The neutrino-
driven wind is estimated as Mej;wind = ⇠windMdisk, with
⇠wind = 0.03 ± 0.015. The uncertainty includes varia-
tions due to the possible presence of a longer-lived rem-
nant (e.g., Martin et al. 2015; Just et al. 2015). The
viscous ejecta is taken to be Mej;vis = ⇠visMdisk with
⇠vis = 0.2 ± 0.1, a range including the results from most
postmerger simulations (e.g., Metzger & Fernández 2014;
Just et al. 2015; Siegel & Metzger 2018; Fujibayashi et al.
2018; Fernández et al. 2018).

In Fig. 16 we compare dynamical and secular ejecta
masses, the latter estimated as Mej;sec = Mej;wind +
Mej;vis. With the exception of the prompt-BH forma-
tion cases that produce at least 10�4 M� of dynami-
cal ejecta, the total ejecta is largely dominated by the
disk ejecta. As a consequence of the tight correlation
between the disk mass and ⇤̃, we expect a correlation
between the total ejecta and ⇤̃. Indeed, our estimates
for Mej + Mej;wind + Mej;vis are reasonably well fitted by
the same simple formula used for Mdisk, Eq. (25), but
assuming a floor value of 5 ⇥ 10�4M� and with fitting

coe�cients ↵ = 0.0202, � = 0.0341, � = 538.8, and
� = 439.4. In most of the cases, the relative error be-
tween the total ejecta mass and the fit is below 50%.
When prompt BH formation occurs, we do not expect
the total ejecta to be larger than ⇠ 10�3M�. On the
other hand, for long-lived remnants the mass of the un-
bound material can span a broad range of masses: from
a few times 10�3M� to 0.1M�, increasing with ⇤̃.

In comparison to previous studies (Oechslin et al. 2006;
Hotokezaka et al. 2013b, as reported in Wu et al. 2016)
we find that disk winds and viscous outflows should con-
tribute a significantly larger fraction of the overall ejecta.
The di↵erence can be explained in part by the fact that
previous simulations did not include the e↵ects of neu-
trino cooling, or used approximate treatments for the
gravity, and in part by the fact that we assume that
a larger fraction of the accretion disk can be unbound
secularly compared to Wu et al. (2016). The latter is
motivated by recent GRMHD simulations that showed
that up to ⇠40% of the disk can be unbound secularly
(Siegel & Metzger 2017; Fernández et al. 2018). Our
study di↵ers from some of the previous studies also in
the numerical setup and analysis methodology.

4. NUCLEOSYNTHESIS

The discovery of a kilonova counterpart to GW170817
(Abbott et al. 2017e; Arcavi et al. 2017; Chornock et al.
2017; Cowperthwaite et al. 2017; Coulter et al. 2017;
Drout et al. 2017; Evans et al. 2017; Kasliwal et al. 2017;
Nicholl et al. 2017; Smartt et al. 2017; Soares-Santos
et al. 2017; Tanvir et al. 2017; Tanaka et al. 2017) pro-
vided compelling evidence that NS mergers are one of
the main sources of r-process elements in the Universe
(Kasen et al. 2017; Rosswog et al. 2018; Hotokezaka et al.
2018a). However, the question of whether NS mergers
are the only source of r-process elements or whether is
a contribution from other sources is still not completely
settled. Part of the uncertainty is due to the lack of a full
theoretical understanding of the nucleosynthetic yields
from mergers. Here, we study in detail the dependency
of the r-process nucleosynthesis on the properties of the
binary, mostly focusing on the dynamical ejecta.

4.1. Dynamical Ejecta

For simplicity, we perform most of our nucleosyn-
thesis calculations using the approach we developed in
Radice et al. (2016b) and that we briefly recall. We
extract electron fraction Ye,R, specific entropy sR, ve-
locity vR, and rest-mass density ⇢0,R of the unbound
material crossing a coordinate sphere surface with ra-
dius R = 300G/c2 M� ' 443 km. A fluid element is
considered to be unbound if its kinetic energy is su�-
cient to overcome the gravitational potential well, that
is, ut  �1, where we have assumed a nearly station-
ary metric. See Kastaun & Galeazzi (2015) and Bovard
et al. (2017) for possible alternative criteria. For the
nucleosynthesis calculations we further assume that the
outflow is undergoing an homologous expansion

⇢0(t) = ⇢0,R

⇣ vR

cR
t
⌘�3

. (26)

This density history is matched with the expansion his-
tories used in the parametrized r-process calculations of

Radice, Perego, KH + 18 (see also Wu+16 and Shibata+17)
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R-process nucleosynthesis in merger

© Jonus Lippuner



Kilonova Emission depends on the composition

site. More recent works focus on the late chemical evolution in the Milky Way. The ratio of r-process
elements to Fe, [Eu/Fe], declines for [Fe/H]> �1, where [X/Y] = log

10
(NX/NY)� log

10
(NX/NY)�,

NX is the abundance of an element X, and � refers to the solar value. It has been questioned
whether such a behavior is consistent with the expected merger history in the Milky Way (Côté
et al., 2016; Komiya & Shigeyama, 2016).

Our goal in this article is twofold. First we summarize the cumulative evidences supporting
that r-process nucleosynthesis takes place in rare events in which a significant amount of r-process
elements are produced in each event. Using the rate and mass ejection per event inferred from
these measurements, we test the neutron star merger scenario for the origin of r-process elements in
the cosmos. This evidence clearly rules out the normal cc-SNe scenario. Moreover, the rate agrees
with merger estimates from galactic binary neutron stars, from sGRBs, and from GW170817. At
the same time the amount of matter is consistent with the kilonova/macronova, AT2017gfo, and
the candidates associated with cosmological sGRBs. Second, we turn to the Galactic chemical
evolution of r-process elements at later times [Fe/H]& �1 and discuss whether the neutron star
merger scenario can consistently explain the observed distribution of [Eu/Fe].

2 r-process production rate, sGRBs, and GW170817
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Figure 1: The solar abundance pattern of r-process elements (left) and its cumulative abundance
(right). The solar r-process abundance pattern is taken from Goriely (1999); Lodders (2003).

Before discussing details, we describe here the r-process abundance pattern. Figure 1 shows the
solar abundance pattern of r-process elements taken from (Goriely, 1999; Lodders, 2003). There are
three peaks. For the solar abundance pattern, most of the mass of r-process elements (⇠ 80%) is
around the first peak. However, the abundance ratio of the first peak to the second peak of extreme
metal poor stars, of which the abundance pattern likely reflects a single nucleosynthesis event, is
often di↵erent from that of the solar pattern. Some of these stars exhibit abundance patterns beyond
the second peak (heavy r-process) that are similar to the solar pattern. However, they don’t contain
similar amounts of the first peak elements as compared with expectations from the solar abundance
pattern (e.g. Sneden et al. 2008 and references therein). At the same time, there are stars that
contain a substantial amount of the first peak elements but do not show a significant enrichment of
heavy r-process elements (e.g. Honda et al. 2006). This suggests that the ratio between “heavy” and
“light” r-process abundances varies among events or there may be di↵erent kinds of astrophysical
phenomena producing “light” and “heavy” r-process elements. For instance, electron capture and
cc-SNe could produce a su�cient amount of “light” r-process elements (e.g. Roberts et al. 2010;
Wanajo et al. 2011). Therefore, it is important to keep in mind that it is unclear what the minimal
atomic mass number of elements produced by r-process events is.

Since rate estimates of r-process events are sensitive to the minimal atomic mass number as-
sumed, we consider here two scenarios in which an astrophysical phenomenon predominantly pro-
duces (i) all the r-process elements (Amin = 69) and (ii) only heavy r-process elements (Amin = 90).
The mass fractions of the lanthanides out of the total r-process elements for these two cases are

4

Heavy Light 

KH, Beniamini, Piran 18, Goriely 99



Heating rate of r-process
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This is somewhat a unique properties of the heating rates of 
many beta-decay chains.
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Observation vs theory of Kilonova

Lbol

Heating Rate

~0.05 Msun of r-process elements are required to power the 
kilonova GW170817.

KH & Nakar 2020

Open code:  https://github.com/hotokezaka/HeatingRate

https://github.com/hotokezaka/HeatingRate


Radioactive heat => Photon Luminosity

Expanding Ejecta
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tdiff>t

tdiff<t
τ<1

Tanaka & KH 13 (see also Barnes & Kasen 13)Expanding Ejecta: 0.01Msun , 0.1c

Kilonova GW170817:  R-process heating matches the dataopen	s	shell	
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R-process mass budget from GWTC-1
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R-process mass budget from GWTC-2



Sr lines in the kilonova spectrum
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Figure 4 | Spectral series of AT2017gfo 1.5–4.5 days after the merger. Data
are shown in grey and have been smoothed slightly. A model (solid red lines)
consisting of a blackbody (blue dotted lines) with P Cygni profiles (red transparent
fill) for the Sr lines is shown. The rest (black) and observed (blue) positions of the
model’s Sr lines are shown, with the blueshift indicated by arrows. Green dotted
lines show the Gaussian emission profiles added to ensure the overall continuum
is not biased. A vertical offset has been applied to each spectrum for clarity, with
zero flux indicated by the dashed horizontal line segment. Bottom panels show the
residuals between model and data.

from Sr is also 1,050 nm. This adds to our confidence in the line iden-
tification based on the simple thermal r-process absorption model.

We further confirm our results using TARDIS, extending the code’s
atomic database to include elements up to 92U with the latest Ku-
rucz linelists24 with its 2.31 million lines. Our TARDIS models pro-
duce results very similar to our static-code models, reproducing the
spectra well (Extended Data Fig. 6). In particular, the P Cygni emis-
sion/absorption structure is well-reproduced as expected, confirming
our LTE and MOOG modelling, and showing Sr dominating the fea-
tures around 1µm.

From the detection of Sr, it is clearly important to consider lighter
r-process elements in addition to the lanthanide elements in shaping
the kilonova emission spectrum. Observations of abundances in stars
in dwarf galaxies6 suggest that large amounts of Sr are produced to-
gether with Ba (Z=56) in infrequent events, implying the existence of a
site that produces both light and heavy r-process elements together in
quantity, as found in some models25, 26. This is consistent with our spec-
tral analysis of AT2017gfo and analyses of its lightcurve27, 28. Together
with the differences observed in the relative abundances of r-process
Ba and Sr in stellar spectra29, this suggests that the relative efficiencies
of light and heavy r-process production could vary substantially from
merger to merger.

Extreme-density stars composed of neutrons were proposed shortly
after the discovery of the neutron13, and identified with pulsars three

decades later30. However, no spectroscopic confirmation of the com-
position of neutron stars has ever been made. The identification here of
an element that could only have been synthesised so quickly under an
extreme neutron flux, provides the first direct spectroscopic evidence
that neutron stars comprise neutron-rich matter.
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X-shooter spectra are explained by  
blackbody + Sr II lines.
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The expected emission of models with a soft EOS APR4 (red) is
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APR4, the light curve does not depend on the mass ratio, while for
a stiff EOS H4, a higher mass ratio (1.2M! + 1.5M!, solid line)
results in a large ejecta mass, and thus, brighter emission than a
lower mass ratio (1.3M! + 1.4M!, dashed line).

fiducial model NSM-all (black) is similar to that of model
APR4-1215 and APR4-1314 because these models have
a similar mass and a characteristic velocity (Table 1).
For the soft EOS APR4, the brightness does not de-

pend strongly on the mass ratio of the binary NSs (red
solid and dashed lines in Figure 7). This is because for
a soft EOS, such as APR4, the mass ejection by shock
heating is efficient. By contrast, for the stiff EOS H4, the
mass ejection occurs primarily by tidal effects (the effect
of shock heating is weak, Hotokezaka et al. 2013). Thus,
the mass ejection is more efficient for a higher mass ra-
tio. As a result, model H4-1215 (mass ratio of 1.25) is
brighter than model H4-1314 (mass ratio of 1.08).
These results open a new window to study the nature

of the NS merger and EOSs. By adding the information

of EM radiation to the analysis of GW signals, we may be
able to pin down the masses of two NSs and/or stiffness
of the EOSs more accurately. Note that, in the current
simulations, the heating rate per mass is fixed. To fully
understand the connection between the initial condition
of the NS merger and expected emission, detailed nucle-
osynthesis calculations are necessary.

6. IMPLICATIONS FOR OBSERVATIONS

6.1. Follow-up Observations of EM Counterparts

In this section, we discuss the detectability of UVOIR
emission from NS merger ejecta. Figure 8 shows expected
observed light curves for a NS merger event at 200 Mpc.
Model NSM-all (black) and 4 realistic models (red and
blue) are shown. Note that all the magnitudes in Figure
8 are given in AB magnitude for the ease of comparison
with different survey projects. Horizontal lines show 5σ
limiting magnitudes for different sizes of telescopes with
10 min exposure time.
After the detection of GW signal, EM follow up ob-

servations should discover a new transient object from
a ∼ 10-100 deg2 area. Thus, the use of wide-field tele-
scope/camera is a natural choice (e.g., Nissanke et al.
2013). For optical wavelengths, there are several projects
using 1 m-class telescopes that can cover ∼

> 4 deg2 area,
such as Palomar transient factory (PTF, Law et al. 2009;
Rau et al. 2009), La Silla-QUEST Variability Survey
(Hadjiyska et al. 2012), and Catalina Real-Time Tran-
sient Survey (Drake et al. 2009). In Figure 8, we show
the limiting magnitudes deduced from Law et al. (2009).
Because of the red color, the detection in blue wave-
lengths (ug bands) seems difficult. Even for the bright
cases, deep observations with > 10 min exposure in red
wavelengths (i or z bands) are needed. The faint models
are far below the limit of 1m-class telescopes.
For larger optical telescopes, the field of view tends to

be smaller. Among 4m-class telescopes, Canada-France-
Hawaii Telescope (CFHT)/Megacam and the Blanco
4m telescope/DECAM for the Dark Energy Survey 8

have 3.6 deg2 and 4.0 deg2 field of view, respectively.

8 https://www.darkenergysurvey.org
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Sr II

• Sr lines are expected to be very strong. 
• Heavy elements may be absent in the 

outer part of the ejecta.



Kilonova Emission depends on the composition

site. More recent works focus on the late chemical evolution in the Milky Way. The ratio of r-process
elements to Fe, [Eu/Fe], declines for [Fe/H]> �1, where [X/Y] = log

10
(NX/NY)� log

10
(NX/NY)�,

NX is the abundance of an element X, and � refers to the solar value. It has been questioned
whether such a behavior is consistent with the expected merger history in the Milky Way (Côté
et al., 2016; Komiya & Shigeyama, 2016).

Our goal in this article is twofold. First we summarize the cumulative evidences supporting
that r-process nucleosynthesis takes place in rare events in which a significant amount of r-process
elements are produced in each event. Using the rate and mass ejection per event inferred from
these measurements, we test the neutron star merger scenario for the origin of r-process elements in
the cosmos. This evidence clearly rules out the normal cc-SNe scenario. Moreover, the rate agrees
with merger estimates from galactic binary neutron stars, from sGRBs, and from GW170817. At
the same time the amount of matter is consistent with the kilonova/macronova, AT2017gfo, and
the candidates associated with cosmological sGRBs. Second, we turn to the Galactic chemical
evolution of r-process elements at later times [Fe/H]& �1 and discuss whether the neutron star
merger scenario can consistently explain the observed distribution of [Eu/Fe].

2 r-process production rate, sGRBs, and GW170817
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Figure 1: The solar abundance pattern of r-process elements (left) and its cumulative abundance
(right). The solar r-process abundance pattern is taken from Goriely (1999); Lodders (2003).

Before discussing details, we describe here the r-process abundance pattern. Figure 1 shows the
solar abundance pattern of r-process elements taken from (Goriely, 1999; Lodders, 2003). There are
three peaks. For the solar abundance pattern, most of the mass of r-process elements (⇠ 80%) is
around the first peak. However, the abundance ratio of the first peak to the second peak of extreme
metal poor stars, of which the abundance pattern likely reflects a single nucleosynthesis event, is
often di↵erent from that of the solar pattern. Some of these stars exhibit abundance patterns beyond
the second peak (heavy r-process) that are similar to the solar pattern. However, they don’t contain
similar amounts of the first peak elements as compared with expectations from the solar abundance
pattern (e.g. Sneden et al. 2008 and references therein). At the same time, there are stars that
contain a substantial amount of the first peak elements but do not show a significant enrichment of
heavy r-process elements (e.g. Honda et al. 2006). This suggests that the ratio between “heavy” and
“light” r-process abundances varies among events or there may be di↵erent kinds of astrophysical
phenomena producing “light” and “heavy” r-process elements. For instance, electron capture and
cc-SNe could produce a su�cient amount of “light” r-process elements (e.g. Roberts et al. 2010;
Wanajo et al. 2011). Therefore, it is important to keep in mind that it is unclear what the minimal
atomic mass number of elements produced by r-process events is.

Since rate estimates of r-process events are sensitive to the minimal atomic mass number as-
sumed, we consider here two scenarios in which an astrophysical phenomenon predominantly pro-
duces (i) all the r-process elements (Amin = 69) and (ii) only heavy r-process elements (Amin = 90).
The mass fractions of the lanthanides out of the total r-process elements for these two cases are

4

Heavy Light 

KH, Beniamini, Piran 18, Goriely 99

Sr
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Figure 1. Complete UVOIR light curves, along with the models with the highest likelihood scores. Solid lines represent the realizations of
highest likelihood for each model, while shaded regions represent the 1� uncertainty ranges. For some bands there are multiple lines that
capture subtle differences between filters.

The variance parameter � is an additional scatter term, which
we fit, that encompasses additional uncertainty in the models
and/or data. For upper limits, we use a one-sided Gaussian
penalty term.

For each component of our model there are four free pa-
rameters: ejecta mass (Mej), ejecta velocity (vej), opacity (),
and the temperature floor (Tc). We use flat priors for the first
three parameters, and a log-uniform prior for Tc. In the case
of the asymmetric model, we assume a flat prior for the half
opening angle (✓).

For each model, we ran MOSFiT for approximately 24
hours using 10 nodes on Harvard University’s Odyssey com-
puter cluster. We utilized 100 chains until they reached con-
vergence (i.e., had a Gelman-Rubin statistic < 1.1; Gelman
& Rubin 1992). We use the first ' 80% of the chain as burn-
in. We compare the resulting fits utilizing the Watanabe-
Akaike Information Criteria (WAIC, Watanabe 2010; Gel-

man et al. 2014), which accounts for both the likelihood score
and number of fitted parameters for each model.

4. RESULTS OF THE KILONOVA MODELS

We fit three different models to the data: a spherical
two-component model, a spherical three-component model,
and an asymmetric three-component model. The results are
shown in Figures 1–5 and summarized in Table 2.

For the spherical two-component model we allow the opac-
ity of the red component to vary freely. This model has a total
of 8 free parameters: two ejecta masses, velocities and tem-
peratures, one free opacity, and one scatter term. We find
best-fit values of Mblue

ej = 0.019+0.001
-0.001 M�, vblue

ej = 0.257+0.009
-0.007c,

Mred
ej = 0.047+0.002

-0.002 M�, vred
ej = 0.151+0.004

-0.004c, and red = 3.78+0.13
-0.07

cm2 g-1. Although the model provides an adequate fit, it
predicts a double-peaked structure in the NIR light curves
at ⇡ 2 - 5 days that is not seen in the data.
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FIG. 10.— A comparison of the observed multi-band light curves and the
analytic model multi-band light curves, given by Eqs. (12), (18) and (19), for
the same model parameters used in Fig. 9 (and including extinction). The
model’s spectral energy distributions are obtained assuming a black-body
spectrum. This assumption breaks at t > 7 d (the dotted line marks the
time at which the ejecta becomes marginally optically thin, see Fig. 8). Thus,
while we expect the model to provide a good estimate of the bolometric lu-
minosity at t > 7 d, we do not expect it to provide an accurate description
of the spectra. The fact that the observed spectrum is not far from thermal at
t ∼ 7 d implies that the opacity at this time is ∼ 0.1cm2/g at 1− 2µm (see
discussion in § 4.2). An accurate description of the spectrum at late times,
when the ejecta becomes optically thin, requires an accurate knowledge of
the non-LTE spectral opacity and is beyond the scope of the current analytic
model (as well as of the scope of current detailed numerical calculations).

data would however be inconsistent with the temporal depen-
dence of the radioactive energy release obtained in detailed
calculations.

4.2. The behavior at late time, t > 6 d

Based on the above analysis, we expect the ejecta to become
marginally optically thin between 5 and 7 d (see Fig. 8). At
later time, the spectral luminosity, Lν ≡ dL/dν, is given by
Lν = κνMcuBB

ν (T ), where κν is the opacity and uBB
ν (T ) is

the blackbody spectral energy density at the plasma tempera-
ture T . At the transition to optically thin emission, t ∼ 6 d, the
spectral luminosity is close to the blackbody luminosity,Lν =
4πR2(c/4)uBB

ν (T ), over the observed wavelength range, 0.5
to 2.5µm (see Figs. 2, 1). This implies that the optical depth
throughout this range is not far below unity at this time, i.e.
that κνM/πR2 ! 1. For M ≈ 0.05M! and vM/c ≈ 0.1,
as inferred above, this implies κν ! 0.1 cm2 g−1. Note that
at later time, the decrease of L, L ∝ L−3, implies that the
ratio of the spectral luminosity to the blackbody luminosity
drops as t−5 (since the radius increases like t and the plasma
temperature does not decrease significantly below 0.3 eV).

The low value of the frequency averaged (expansion) opac-
ity, κM ≈ 0.3 cm2 g−1, required to account for the bolo-
metric light curve and for the photospheric radius, may be
provided for example by Iron group elements, and requires
no contribution from high opacity elements, such as the
Lanthanides. The requirement that the spectral (expansion)
opacity κν maintains a value ≈ 0.1cm2/g through the 1-
2 µm range yields additional constraints. The calculations
of Kasen et al. (2013) and Barnes & Kasen (2013), based on
the Kurucz/Autostructure line lists, suggest that the opacity
of Iron group elements drops with wavelength to values well
below 0.1cm2/g, κν < 10−2 cm2 g−1 at λ ! 1µm, while the

FIG. 11.— A comparison of the line expansion opacity for Fe and Ce, at
T = 5000K, ρ = 10−13 g cm−3 and t = 1 d, adopted from Kasen et al.
(2013), using the Autostructure, Kurucz and VALD line lists (Note that since
the expansion opacity is proportional to 1/(ρct), the implied opacity for our
inferred model parameters at t = 7 d would be ≈ 7 times larger than shown
in this plot).

opacity of the Lanthanides is much higher at IR wavelengths,
κν ≈ 102 cm2 g−1, see Fig. 11. This implies that Iron group
elements will not be able to produce the observed IR lumi-
nosity, while the Lanthanides may. The large Lanthanides’
opacity implies that a small mass fraction of these elements,
≈ 10−3, would be sufficient to produce the required opacity.
Such a small mass fraction would not affect significantly the
frequency averaged (expansion) opacity, i.e. would not in-
crease κM beyond ≈ 0.3 cm2 g−1, and is therefore consistent
with the constraints derived from the earlier time behavior. A
significantly larger Lanthanides’ mass fraction will lead to a
significant increase of the averaged opacity, κM , which will
suppress the emission at early time. A larger mass fraction is
therefore excluded in a single component ejecta model.

The opacities of the Lanthanide elements are not well
known. The line data available are limited, and the theoret-
ical calculations are highly complex. As a result, the opacity
of the r-process mixture of Lanthanide elements is estimated
using theoretical model calculations of a few elements, which
are considered representative (Nd, Ce). Different approxima-
tions lead to large variations in the derived opacity of indi-
vidual elements (see, e.g., Fig. 8 of Kasen et al. 2013), and
the uncertainty in the opacity of the mixture exceeds an or-
der of magnitude (see e.g. Figure 1 of Barnes & Kasen 2013).
This implies that the mass fraction of Lanthanides required to
provide the inferred opacity is uncertain.

It should be noted, that large uncertainties exist also in the
opacity of lower mass elements. Figure 12 compares the
opacities derived for Iron at 0.5 eV using the Kurucz line
list with those obtained from the LANL Astrophysical Opac-
ity calculator. As the plot clearly demonstrates, the LANL
calculation yields multiple lines in the IR range with oscil-
lator strengths that exceed by some six orders of magnitude
those obtained in the calculation based on the Kurucz line list.
The expansion opacity that would be produced by such lines
would be more than sufficient to yield large optical depth,
and near blackbody emission, in the IR. The LANL calcu-
lations are limited to temperatures T ≥ 0.5 eV, and the lines
shown at 0.5 eV may not be relevant to the lower tempera-
ture, T & 0.3 eV in which we are interested. However, the
very large discrepancy between the LANL and Kurucz line
list based calculations implies that careful examination of the
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Figure 1 | Schematic illustration of the components of matter ejected from neutron-

star mergers. Red colours denote regions of heavy r-process elements, which radiate 

red/infrared light. Blue colours denote regions of light r-process elements which radiate 

blue/optical light. During the merger, tidal forces peel off tails of matter, forming a torus 

of heavy r-process ejecta in the plane of the binary. Material squeezed into the polar 

regions during the stellar collision can form a cone of light r-process material. Roughly 

spherical winds from a remnant accretion disk can also contribute, and are sensitive to the 

fate of the central merger remnant. a, If the remnant survives as a hot neutron star for tens 

of milliseconds, its neutrino irradiation lowers the neutron fraction and produces a blue 

wind. b, If the remnant collapses promptly to a black hole, neutrino irradiation is 

suppressed and the winds may be red. c, In the merger of a neutron star and a black hole, 

only a single tidal tail is ejected and the disk winds are more likely to be red. 
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Fig. 2.— Optical and NIR lightcurves of SSS17a compared with the kilonova model observed from 20�  ✓  28� (left panel) and
86�  ✓  90� (right panel). The optical and NIR data points are taken from Villar et al. (2017). We assume that SSSa17 is at a distance
of 40 Mpc. All the magnitudes are given in AB magnitudes. Note that the large deviation of the model lightcurves in H-band may be due
to the incompleteness of the line list for the opacity estimation.
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Fig. 3.— Time evolution of optical and NIR spectral energy dis-
tribution of the kilonova/macronova model. The spectra at t =1.4,
3.7, and 6.8 days are shown. All the spectra are observed from
20�  ✓  28� at a distance of 40 Mpc. The green solid curves
denote the best blackbody fits of the spectra.

2012; Wanajo et al. 2014). Figure 5 compares the el-
emental abundance in our model with the solar abun-
dance. Though some abundance peaks are smaller than
those of the solar abundance, broadly speaking, the mass-
averaged element abundance of our model reproduces the
trend of the solar abundance for a wide range of r-process
elements, in particular, including the first (Z = 34) abun-
dance peaks.

4. DISCUSSION & CONCLUSION

In this letter, we showed a result of an axisymmetric
radiative transfer simulation for a kilonova/macronova
with a setup indicated by numerical-relativity simula-
tions. In particular, the interplay of multiple non-
spherical ejecta components via photon transfer are con-
sistently taken into account in the lightcurve prediction.

We found that the optical and NIR lightcurves of
SSS17a are reproduced naturally by the numerical-
relativity-simulation-motivated model observed from
20�  ✓  28�. In particular, we showed that the ob-
served NIR lightcurves can be interpreted by the emis-
sion from the dynamical ejecta of which mass is con-
sistent with the prediction of numerical relativity. The
observed lightcurves are reproduced by a smaller mass
of the post-merger ejecta than that estimated by pre-
vious studies (e.g., Kasliwal et al. 2017; Cowperthwaite
et al. 2017; Kasen et al. 2017; Perego et al. 2017; Vil-
lar et al. 2017) because the e↵ect of the photon di↵usion
preferentially to the polar direction is taken into account.
The observed blue optical lightcurves as well as the pho-
tospheric velocity of ⇡ 0.3 c can be interpreted by the
photon-reprocessing in the low-density dynamical ejecta,
which locates in the polar region above the post-merger
ejecta.

Our results indicate that there is no tension between
the prediction of numerical-relativity simulations and the
observation of SSS17a, and that the interplay of the
multiple non-spherical ejecta components plays a key
role for predicting kilonova/macronova lightcurves. Note
that Perego et al. (2017) showed a semi-analytical model

Dynamical ejecta

Figure 6

Schematic picture of the ejecta profile for the case that a long-lived massive neutron star is formed
as a remnant. The large spheroidal-shell component denotes the neutron-rich dynamical ejecta.
The small spheroidal-shell and polar components denote the early viscous and long-term viscous
components, respectively. The “Low Ye” implies that it contains neutron-rich matter with
Ye ⇠< 0.2, which contributes to enhancing the opacity through the nucleosynthesis of lanthanide
elements. The “Medium Ye” and “High Ye” imply that it does not contain such neutron-rich
matter because Ye ⇠> 0.25 and Ye ⇠> 0.40, respectively. The filled circle and ellipsoids in the central
region denote a massive neutron star and accretion torus surrounding it. We note that the “Low
Ye” component has high average expansion velocity of vej ⇠ 0.2c while the “Medium” and “High”
components have slower velocity, 0.1–0.2c. Note that the gravitational-wave observation indicates
that we observe the merger remnant of GW170817 along the direction of ✓ ⇠< 30� from the
rotation axis.
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Waxman + 2017, Shibata..KH+17,  
Kawaguchi+18

Most of mass: lanthanide-rich                     lanthanide-less

Remnant: short lived NS => BH Long lived neutron star (~100 ms)



Kilonova Nebula

tdiff>t

tdiff<t
τ<1

τ<1

Early times Late times (nebula)

Nebular phase: 
• Most of the ejecta can be seen. (inner parts have slower velocities) 
• Photon luminosity ~ heating rate 
• Photons are emitted directly by radiative de-excitations.
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Figure 10. Spectra for the fiducial model at 40 day (left) and 80 day (right) after merger. The contribution of Nd II, Nd III,
Nd IV are also shown. Filled circle and triangle are the detection at 4.5 µm and 3� upper limit at 3.6 µm obtained by Spitzer
telescope at 43 day (left) and 74 day (right) after GW170817 (Kasliwal et al. 2019).

Figure 11. Same as figure 10 but for the dynamical ejecta model at 20 day (left) and the slow wind model at 80 day (right).

6. CONCLUSION AND DISCUSSION

The emission-line nebular phase of the neutron star
merger ejecta is studied by using a simple nebula model,
in which the ejecta is considered to be composed of Nd,
one of lanthanide elements. The atomic data necessary
for the nebula modeling are calculated by using GRASP

and HULLAC. We find that the kinetic temperature and
ionization fraction are nearly constant with time after
the thermalization break of the beta-decay heating rate.
Consequently, the spectral shape of the emergent emis-
sion is also expected to be frozen after the break. For
the ejecta parameters of Mej = 0.05M� and vej = 0.1c,
we show that Nd II and Nd III are the most abundant
ions and the kinetic temperature approaches ⇡ 5000 K.

The emergent spectrum of the pure Nd nebula has a
distinct defect around ⇠ 3 µm. Fine-structure transi-
tions produce a peak mid-IR peak, & 3 µm. This spec-

tral structure may be an unique feature of lanthanide-
rich nebulae. Note, however, that this structure may
be disappear once the other lanthanide elements are in-
cluded. Another caveat of our modelling is that we have
neglected the e↵ect of line overlapping, which may lead
to an overestimate of the optical-nIR emission. In fact,
Nd II and Nd III have a large number of permitted lines
at � . 1 µm. The absorption due to these lines may
significantly reduce the optical-nIR emission.

We use a crude approximation for the collisional
strength of forbidden lines, i.e., ⌦F = 1. While this ap-
proximation can reasonably reproduce the cooling rates,
the predicted line intensity ratios are by no means ac-
curate. Thus, we need more accurate data of collisional
strengths for the future studies.

We thank for useful discussion. K. H. is supported by
JSPS Early-Career Scientists Grant Number 20K14513.

Future Prospects of Kilonova 

KH et al in prep.

When the ejecta becomes optically thin, we will see atomic emission lines.

JWST NIRSpec

Spitzer 4.5 μm (GW170817)

JWST MIRI LRS

100 Mpc

T = 40 day

James Webb Space Telescope will be extremely powerful to get kilonova spectra!!



A Gamma-Ray Burst after GW170817

Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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Gravitational wave γ-rays

Similar to normal GRBs

Much less than normal GRBs

Properties of γ-rays: 
1) Delay is ~1.7 sec and duration is ~2 sec. 
2) Isotropic energy is ~ 1047 erg and spectral peak is ~200 keV. 

3) Off-axis short GRB => spectral peak < 10 keV
(e.g. Matsumoto+18)



On-axis mildly relativistic outflow

βsh, Γsh=(1-βsh2)-1/2
Explosion (merger) at t=0

1. Duration:  Tobs ~Rsh/2Γsh2c ~ 1 sec. (observed) 

2. γ-ray energy: E ~ Γsh Μc2 ~ 1047 erg (observed) 

3. Optical depth: τ = κM/4πRsh2 ~1 (required)

Rsh

Shock

Kasliwal…KH+17, Gottlieb, Nakar, Piran, KH 17 
Also Beloborodov + 19



On-axis mildly relativistic outflow

β, Γ=(1-β2)-1/2
Explosion (merger) at t=0

R
Shock

Merger simulations show a fast ejecta tail with ~0.8c and 10-7Msun (Kiuchi+17, KH+18) 
But also see Ioka & Nakamura 2018 for off-axis jet considerations.

Time delay:  δΤ = (1-βej)Rsh/c ~ 1 sec => βej ~0.7 - 0.8

1. Duration:  Tobs ~Rsh/2Γsh2c ~ 1 sec. (observed) 

2. γ-ray energy: E ~ Γsh Μc2 ~ 1047 erg (observed) 

3. Optical depth: τ = κM/4πRsh2 ~1 (required) 

=> Rsh ~ 1011-1012 cm, Γsh ~ 3-5, Μ ~ 10-8-10-7 Μsun 

Kasliwal…KH+17, Gottlieb, Nakar, Piran, KH 17 
Also Beloborodov + 19



Late-time Afterglow across  multi-wavelength

GW170817 HST 5

Afterglow (F606W)
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Figure 2. Top: HST/F606W light curve of the afterglow of
GW170817 spanning ⇡ 110.5 - 584.1 days (green points; observer
frame); downwards triangles denote 3� upper limits. The upper
limit at ⇡ 584.1 d is measured from the median-subtracted image,
while all other data points are measured from HOTPANTS residual
images. Also shown are a structured jet model and the range of
light curves describing the top 5% of models (black solid and dot-
dashed lines), and a quasi-spherical outflow model (dotted line; Wu
& MacFadyen 2018). Bottom: Magnitude difference, �m, between
published values in previous works (Alexander et al. 2018; Margutti
et al. 2018; Lyman et al. 2018; Lamb et al. 2019a; Piro et al. 2019)
and the new values measured in this work. Upward triangles denote
epochs which were previously reported as upper limits, and are now
detected in this work.

the radio band, there are available data for all epochs except
at �t ⇡ 137, 337 days, and 362 days. The data are taken
with the Karl G. Jansky Very Large Array (VLA) and the
Australia Telescope Compact Array (ATCA), spanning 2.5-
17 GHz (Alexander et al. 2018; Dobie et al. 2018; Margutti
et al. 2018; Mooley et al. 2018a,b,c; Troja et al. 2018c). We
also use a 6 GHz VLA observation at �t ⇡ 585 days, pre-
sented in Hajela et al. (in prep.).

In the X-ray band, we find relevant comparison Chan-
dra X-ray Observatory observations at five epochs. Previous
analyses of these observations have appeared in Nynka et al.
(2018); Margutti et al. (2018); Troja et al. (2018a); Pooley
et al. (2018); Ruan et al. (2018); Troja et al. (2018c); Lin
et al. (2019). Here, we use the fluxes and spectral parame-
ters calculated in Hajela et al. (in prep.), which serves as a
uniform analysis of all available Chandra data of the X-ray
afterglow of GW170817 to ⇡ 583.1 days. To enable compar-
ison of the X-ray observations to the optical and radio data,
we convert the 0.3 - 10 keV X-ray fluxes to flux densities,
F⌫,X , at a fiducial energy of 1 keV, using the derived photon
index, � at each epoch, where F⌫,X / ⌫�X and �X ⌘ 1 -�.
The radio and X-ray data, along with our HST photometry,
are displayed in Figure 3.
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Figure 3. Broad-band SED of the afterglow of GW170817 at nine
epochs of our HST observations, spanning ⇡ 110 - 584 days; fluxes
are scaled for clarity. The HST photometry in this paper (green
circles), radio afterglow (red squares; Margutti et al. (2018); Mooley
et al. (2018c); Dobie et al. (2018); Mooley et al. (2018b); Alexander
et al. (2018); Troja et al. (2018c), Hajela et al. in prep.), and X-ray
afterglow (blue diamonds; Hajela et al. in prep.) are shown. The
gray lines are best-fit power laws to the data at each epoch. 1�
uncertainties are plotted but the large majority are smaller than the
size of the symbols.

We use �2-minimization to fit the broad-band spectrum at
each epoch to a single power law model in the form F⌫ / ⌫� ,
characterized by spectral index � and a flux normalization
parameter. We fit all of the available data at each epoch sep-
arately. The resulting fits have �2

⌫ ⇡ 0.6 - 1.3, demonstrat-
ing that the single power law model is adequate to fit the
data over all epochs (Figure 3). The values for � and 1�
uncertainties are given in Table 2 and the temporal evolu-
tion is displayed in Figure 4. We calculate a weighted aver-
age of the spectral index across all epochs considered here of
h�i = -0.583±0.013.

4. DISCUSSION

4.1. Off-Axis Afterglow Properties

We present a revised light curve of the optical afterglow
of GW170817, relative to previous studies which have used
subsets of HST observations to derive measurements and up-
per limits of the afterglow in the F606W filter (Alexander
et al. 2018; Margutti et al. 2018; Lyman et al. 2018; Lamb
et al. 2019a; Piro et al. 2019). We calculate the difference
�m between the published values and the values presented
in this work (Figure 2). Overall, we find that the afterglow
in most epochs is systematically brighter than previously re-
ported, with differences of �m ⇡ -0.1-1 mag between pub-
lished values and the values presented in this work (Figure 2),

GW170817: Afterglow spectrum

Fong+19, also Margutti+18

Hallinan+17, Margutti+17,18, Troja+17,19, 
Haggard+17, Ruan+17,Lyman+18,Mooley+18
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Spectrum
• A single power law: ~ν-0.6 
=> synchrotron radiation 
      (optically thin)       

• Electron distribution: 

 ~5 orders of magnitude in γe 

• Fermi acceleration works well

dN
d�e

/ ��2.2
e

Kinetic energy powers the 
afterglow.

6 Makhathini et al.

Figure 1. Upper panel: The panchromatic (radio, optical and X-ray) afterglow light curve of GW170817, color coded according
to the observing frequency, up to 940 days post-merger (all data points have 1� errorbars as presented in Table 1; upper limits
are not shown here) using the uniform dataset presented in this work. The light curve is scaled to 3 GHz using the best-fit
spectral index (�0.569) derived from the MCMC power-law fitting (see §3). Lower panel: The averaged (using moving average;
�t/t = 1/17 where �t is the width of the kernel and t is the time after merger) light curve (blue data points) shows a general
trend consistent with power-law rise and decline. In grey are the same data points as shown in the upper panel.

on the pn detector were used to determine periods of
high background data, which were excluded from our
analysis. Significant background flaring resulted in only
26 and 48 ks filtered exposures for obsIDs 0811210101
and 0811212701, respectively. Source events were then
extracted from a circular region with radius 500 centered
on GW170817. While this is less than 50% of the EPIC-
pn encircled energy, it was necessary to use a small re-
gion in order to exclude emission from the AGN, which
is only 10 arcsec from the source. We find this does
not introduce any large systematic e↵ect when compar-

ing to Chandra results from similar epochs. Background
events were extracted from nearby, source-free circular
regions of 5500 in radius.
For both GW170817 and NGC 4993, the spectra were

grouped with a minimum of 1 count per bin with the
heasoft tool grppha. We used the X-ray spectral
fitting package xspec v12.10.1 to fit the data. For
GW170817 we fit the data with an absorbed power-
law model (tbabs*ztbabs*powerlaw), where tbabs is a
neutral absorbing column attributed to our own Galaxy,
fixed at 8.9⇥ 1020 cm�2 (Dickey & Lockman 1990), and

Light curve (Makhathini+2020) Spectrum

• The light curve rises and declines, which 
looks like an off-axis emission. 

• The spectrum is a beautiful single power 
law, suggesting synchrotron emission.



Breaking the degeneracy: VLBI

Two observations with the HSA
(75 d and 230 d post-merger)

Figure 1: VLBI images. The cleaned images (natural weighting; 0.2 mas pixel�1) from the two

epochs of VLBI, 75 d (panel a) and 230 d (panel b) post-merger. The center coordinates for these

images are RA 13:09:48.069, Dec -23:22:53.39. The white contours are at 11, 22, and 44 µJy

beam�1 in both images (red contour is �11 µJy beam�1 ). The peak flux density of the sources is

58±5 µJy beam�1 and 48±6 µJy beam�1 in the two epochs respectively (image RMS noise quoted

as the 1� uncertainty). The ellipse on the lower left corner of each panel shows the synthesized

beam: [12.4, 2.2, -7] and [9.1, 3.2, -4] for the two epochs [major axis in mas, minor axis in mas,

position angle in degrees].

Imaging the afterglow with VLBI



Figure 1: Proper motion of the radio counterpart of GW170817. The centroid offset posi-

tions (shown by 1� errorbars) and 3�-12� contours of the radio source detected 75 d (black)

and 230 d (red) post-merger with Very Long Baseline Interferometry (VLBI) at 4.5 GHz. The

two VLBI epochs have image RMS noise of 5.0 µJy beam�1 and 5.6 µJy beam�1 (natural-

weighting) respectively, and the peak flux densities of GW170817 are 58 µJy beam�1 and 48 µJy

beam�1 respectively. The radio source is consistent with being unresolved at both epochs. The

shape of the synthesized beam for the images from both epochs are shown as dotted ellipses to the

lower right corner. The proper motion vector of the radio source has a magnitude of 2.7± 0.3 mas

and a position angle of 86o ± 18o, over 155 d.

Superluminal Jet in GW170817
VLBI resolve the motion of the radio source Mooley…KH (2018)

Day 75Day 240

1, The source moved  
     2.7 mas in 155 day.  

 => 2.7 mas ~ 0.5 pc (at 40Mpc) 

�app = 4.1± 0.4 at 41Mpc

2, The source size is  
unresolved.  

=> the emission region 
does not extend much.

• Very strong evidence for a jet in GW170817 
• First time to see a superluminal motion of a “GRB” jet.
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Jet Parameters

  

≤5o

15o–25o

n ≈ 10-4 – 5x10-3 cm-3

E ≈ 1049 – 1050 erg

θ
jet

θ
obs

Mooley+KH,18

– 32 –

Fig. 8.— sGRBs of our sample in the Ep � T90, Ep � Flux, and Flux � T90 planes. GRB

170817A is marked with a red star.

– 34 –

Fig. 10.— Eiso as a function of Ep in the burst frame for a sample of sGRB taken from

Zhang et al. (2009). The red star is GRB 170817A. The solid line is the Spearman linear fit

together with its 2� confidence level.
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Figure 7. The 256 ms binned lightcurve of GRB 170817A in the 10–300 keV band for NaI 1, 2, and 5. The shaded regions are

the di�erent time intervals selected for spectral analysis. The inclusion of the lower energies shows the soft tail out to T0+2 s.
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Figure 8. Spectral fits of the count rate spectrum for the [Left] main pulse (Comptonized) and [Right] softer emission (black

body). The blue bins are the forward-folded model fit to the count rate spectrum, the data points are colored based on the

detector, and 2� upper limits estimated from the model variance are shown as downward-pointing arrows. The residuals are

shown in the lower subpanels.
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Figure 8. Spectral fits of the count rate spectrum for the [Left] main pulse (Comptonized) and [Right] softer emission (black

body). The blue bins are the forward-folded model fit to the count rate spectrum, the data points are colored based on the

detector, and 2� upper limits estimated from the model variance are shown as downward-pointing arrows. The residuals are

shown in the lower subpanels.

Figure 5: Light curve of GRB 170817A observed by Fermi GBM (top left). Spectrum of the first
spike of GRB 170817A (top right). Comparison of GRB 17817A with Fermi GBM GRBs: the peak
energy and duration (bottom left) and the peak energy and isotropic equivalent energy for short
GRBs (bottom right). The top figures are adopted from Goldstein et al. (2017) and the bottom
figures from Lu et al. (2017).

where M is the mass of the outflow and Eiso is the isotropic-equivalent energy of the spike radiated
in �-rays.
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Therefore, we conclude that GRB 170817A must involve an outflow moving at least � = 5.
This estimate is quite rough, one can do more sophisticated estimates based on the spectrum by
calculating the optical depth due to electron-positron pair production.

3.3 O↵-axis emission

We now discuss whether GRB 170817A can be explained by a normal short GRB seen from o↵-axis.
Causally connected jets (✓j ⌧ 1/�): In this regime, the jet is practically considered as a point

source moving at �. Given the fact that L⌫/⌫3 is a Lorentz invariant in such cases, the observed
flux density as a function of viewing angle is simply given by

F⌫ =
1

4⇡d2
L0
⌫0

�3(1 � � cos ✓obs)3
, (45)
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EK,iso inferred from VLBI 
High end of Eiso of short GRBs

• We would have seen a strong GRB if we were on-axis. 
• I’ll talk about implications of these to CTA science in a meeting next week.
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GW + light curve + VLBI => H0

3-4% of a systematic uncertainty due to jet modeling 

the information about the host galaxy NGC4993 (see Methods)15. Figure 2 depicts the poste-84

rior distribution for H0 for a PLJ model and that of the GW-only analysis15, 27. The constraint85

is improved from the GW-only analysis, 74+16
�8 km/s/Mpc, to 68.1+4.5

�4.3 km/s/Mpc (median and86

symmetric 68% credible interval). Also depicted in Figure 2 are the regions determined by the87

Planck CMB3 and SH0ES Cepheid-supernova distance ladder surveys4 respectively. Figure 388

shows the posterior distributions for H0 with the different jet models: hydrodynamics simula-89

tion jet (0.25 < ✓obs

⇣
d

41 Mpc

⌘
< 0.5 rad), PLJ, and GJ models. The medians and 68% credible90

intervals are 70.3+5.3
�5.0, 68.1+4.5

�4.3, and 68.3+4.4
�4.3 km/s/Mpc, respectively, corresponding to a precision91

of 6–7% at 1-� level. These are consistent with that estimated by using the surface brightness92

fluctuation technique applied to NGC 499328. The sources of errors in our analysis are the GW93

data, the shape of the light curve, the centroid motion, and the peculiar velocity of the host galaxy.94

While the constraint on ✓obs is slightly different between the three models, the systematic error95

in H0 due to this difference is much smaller than 7%. This is because the uncertainty in H0 of96

our analysis is dominated by both the GW data and the peculiar motion of NGC 4993 (contrary97

to the GW-only analysis, where the uncertainty in the observing angle is a major source of error).98

Finally, it is important to bear in mind that our result does not depend on the spin prior in the GW99

analysis27 (see Methods).100

Our new analysis, which is based on this single event, improves the H0 measurement to101

a precision of ⇠ 7% but it does not resolve the discrepancy between Planck and SH0ES yet. We102

expect that the precision of the measurement will improve by observing more merger events similar103

to GW170817, i.e, mergers with detectable jet afterglows. In the coming years, several to tens of104
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Outline

• A comment on Binary Black Holes: an astrophysical 
implication from new LIGO/Virgo catalogue (GWTC-2) 

• Binary Neutron Star: what we have learned from multi-
messenger observations of GW170817 

• High energy (~100 MeV) neutrinos from core collapse 
supernovae and prospects with HyperKamiokande.



Looking forward to a Galactic supernova

Astrophysicists’ dream is to get the νe νμ ντ spectra from a supernova. 
                                                         (their antiparticles as well) 

But it is widely accepted that obtaining νμ ντ and their anti-v spectra from a supernova is 
very hard because they do not have enough energy to induce charged current interactions.
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Analysis of the Neutrino Burst from Supernova 1987A in the Large Magellanic Cloud

Katsuhiko Sato and Hideyuki Suzuki
Department of PhysicsF, aculty of Science, The University of Tokyo, Tokyo I l3, Japan

(Received 11 March 1987; revised manuscript received 14 April 1987)

We analyze the neutrino burst from the supernova 1987A detected by the Kamiokande II collabora-
tion, and obtain the following results. (1) The total energy of antineutrinos is about 4.8X10 ergs,
which is consistent with theoretical predictions. If we take the simulation of Wilson and collaborators as
the theoretical model, it corresponds to the models with the progenitor mass 15Mo. (2) The first two
neutrino events cannot correspond to the predicted initial neutronization burst from the energetics and
the duration time. (3) The duration time of the burst suggests that the electron-neutrino mass & 26 eV.
We also discuss implications on the explosion mechanism of the supernova.

PACS numbers: 97.60.Bw, 14.60.Gh, 95.85.Qx, 97.60.3d

According to the theories of stellar evolution, neutron
stars and/or black holes are formed by gravitational col-
lapse of massive stars (M )8M'). Most of the gravita-
tional energy released by the collapse (—3X 10 ergs) is
emitted as neutrinos. It has been argued that if neutri-
nos from the gravitational collapse of stars could be
detected, it would give not only strong evidence of the
scenario of the final stage of stellar evolution but also
direct information on the mechanism of supernova explo-
sion. '

On 23 February 1987, 7:35 UT the Kamioka
nucleon-decay-experiment group (Kamiokande II Colla-
boration) detected the neutrino burst from the supernova
1987A which appeared in the Large Magellanic Cloud.
Independently, Castagnoli et al. working in the Mont
Blanc Tunnel claimed that the neutrino burst was detect-
ed on 23 February 1987, 02:52 UT, 5 h earlier than that
of the Kamiokande II collaboration (see Ref. 2 for a dis-

cussion on the consistency between these two observa-
tions).
Soon after the discovery of the supernova 1987A, Bah-

call, Dar, and Piran presented the expected neutrino
signals in terrestrial detectors.
In the present paper, we make an analysis of the ob-

served burst systematically by comparing with theoreti-
cal predictions, mainly the numerical simulation of col-
lapse by Wilson and collaborators.
Total energy of antineutrinos and the progenitor

mass. —In Fig. 1, the energies of eleven neutrinos detect-
ed by the Kamiokande II Collaboration are shown. The
energy of neutrinos E is estimated from that of electrons
E, as E =E,+m„—mz on the assumption that all the
events are v,p e+n, because the cross section of this
reaction is almost one hundred times larger than that of
the v, e scattering, and the directions of e+ (or e )
formed in the detector are random except the first and

30-

Mv,
I~

10—
M v,

e ~ & ~ ~ ~
~ ~ gi ~ ~ . ~ ~ ~ ~ ~ ~

0.1
TIME

I I I 1 I I I 1

'0SeC
p'IQ. 1. The energies of eleven neutrinos detected by the Kamiokande II collaboration with error bars. The energies are derived

by the assumption that all the events are caused by v,p e+n process. The fine horizontal lines a and b represent the mean energy
of' the neutrino flux averaged in the respective ranges (see Table II). The mean energy of neutrinos predicted by various theories are
also shown: MCK, Mazurek, Cooperstein, and Kahana (Ref. 10) (v, ); H, Hillebrandt (Ref. 11) (v, ); M v„Mayle (Ref. 5) (v, );
M v„Mayle (Ref. 5) (v, ); BL, Burrows and Lattimer (Ref. 15) (v, and v, ). In order to display the first event (time=0 sec) on the
logarithmic time scale, it was shifted artificially to the point 0.01 sec.

2722 1987 The American Physical Society

Neutrino Time - Energy from SN 1987A (Sato & Suzuki 1987)
Kamiokande II & LMC

~ 10 neutrinos for  2 kt & 50 kpc

~ 105 neutrinos for  200 kt & 5 kpc

Hyper-Kamiokande  & Galactic

A question: Is this true even if we have 105  νe type neutrinos? 

Nagakura & KH 2020



Supernova νμ ντ and their anti-v do not have enough energy to induce charged current 
interactions. Is this really true?

They  need to be νμ with E>100MeV and  ντ with E> 2GeV 

Nagakura & KH 2020

Nakazato + 156 Nakazato et al.

Fig. 4.— Neutrino number spectra of supernova with 30M!, Z = 0.02 and shock revival times of trevive = 100 ms (dotted), 200 ms
(solid) and 300 ms (dashed). The left, central and right panels correspond to νe, ν̄e and νx (= νµ = ν̄µ = ντ = ν̄τ ), respectively.

progenitor models are adopted in total. As shown in
Equation (1), their neutrino spectra, dN(M,Z,E′

ν)/dE
′
ν ,

are integrated in SRNs.

4.1. Supernova Explosion and Shock Revival Time

The physical factors that cause the CCSN explosion
are not well understood (e.g., Janka 2012; Kotake et al.
2012; Burrows 2013). However, it is widely accepted that
the shock wave launched by the bounce due to the nu-
clear repulsion stalls once but is revived by some mech-
anism. The process leading to shock revival is still a
matter of debate. In the Supernova Neutrino Database,
the shock revival time trevive is introduced as a parameter
that reflects the unknown explosion mechanism. In this
data set, under spherical symmetry, neutrino-radiation
hydrodynamic simulations (Yamada 1997; Yamada et al.
1999; Sumiyoshi et al. 2005) and quasi-static evolution-
ary calculations of neutrino diffusion (Suzuki 1994) are
used for the early and late phases of the supernova ex-
plosion, respectively. Although the neutrino-radiation
hydrodynamic simulations do not lead to a natural super-
nova explosion, they are phenomenologically connected
to quasi-static evolutionary calculations of neutrino dif-
fusion, based on physical considerations (see Figure 14
of Nakazato et al. 2013). The shock revival time af-
ter the bounce has been estimated to be on the order
of 100 ms. For instance, according to Belczynski et al.
(2012), it is preferably as short as 100-200 ms to ac-
count for the observed mass distributions of neutron stars
and black holes. On the other hand, Yamamoto et al.
(2013) suggested from a numerical study that the shock
relaunch should be delayed until 300-400 ms to simul-
taneously produce the appropriate explosion energy and
nickel yields. Therefore, in our study, the shock wave
is assumed to be revived at either trevive = 100, 200 or
300 ms after the bounce.
In Figure 4, we show the neutrino number spectra

of supernovae with different shock revival times for the
models with 30M" and Z = 0.02 in the Supernova Neu-
trino Database. The total emission number and energy
of supernova neutrinos depend on the shock revival time;
they increase with trevive because more material accretes
onto the collapsed core, releasing a huge amount of grav-
itational potential energy. In particular, the difference is
larger in the high-energy regime. This is because high-
energy neutrinos are mainly emitted in the early phase
when the proto-neutron star continues to be heated as a

result of mass accretion. After the shock revival, the ac-
cretion stops and the mean energy of emitted neutrinos
decreases, which is called the cooling phase. To estimate
the uncertainty of the explosion mechanism, we calculate
the spectrum of SRNs for models with different values of
trevive (Nakazato 2013). Note that the shock revival time
may not be the same for all progenitors but be longer
for more massive progenitors. We may underestimate
the SRN flux using models with trevive = 100 ms espe-
cially for massive progenitors. Therefore, in this study,
we regard the cases with trevive = 300 and 100 ms as an
indication of upper and lower bounds, respectively.

4.2. Black Hole Formation and Nuclear Equation of
State

Some massive stars are thought to fail to pro-
duce supernovae, leaving a black hole as a remnant
(e.g., Liebendörfer et al. 2004; Sumiyoshi et al. 2006;
O’Connor & Ott 2011). The failed supernovae also
emit neutrinos from the bounce to black hole formation
and, therefore, contribute to the overall flux of SRNs
(Lunardini 2009; Lien et al. 2010; Nakazato 2013). In
the Supernova Neutrino Database, the progenitor model
with 30M" and Z = 0.004 is assumed to become a failed
supernova because of its high core mass. Note that the
models with Z = 0.004 have higher core mass than those
with Z = 0.02 because the mass loss rate is larger for
higher metallicity. On the other hand, the core mass is
not monotonically related to the initial mass of progeni-
tors because the mass loss rate is larger for a higher mass.
Thus, the core mass of the model with the initial mass of
30M" is the highest for the progenitors in the Supernova
Neutrino Database. In contrast, progenitor models other
than (Minit, Z) = (30M", 0.004) are assumed to be or-
dinary supernovae. Combining this assumption with the
Salpeter initial mass function ψIMF(M) and the metal-
licity distribution function ψZF(z, Z) of Equation (18) or
(19), we obtain the fraction of black-hole-forming pro-
genitors and calculate the spectrum of SRNs including
failed supernovae. In Figure 5, the fraction of black-hole-
forming progenitors is shown as a function of redshift for
our models. At present, its value is hardly constrained by
the observational data, while Horiuchi et al. (2014) esti-
mated it to be 0.2-0.4 on the basis of another progenitor
set (Woosley et al. 2002).
Although the neutrino signal from a failed supernova

is sensitive to the nuclear EOS (Sumiyoshi et al. 2006),

Supernova νμ ντ have quasi-thermal spectra with 
T ~ 5MeV.  

• ντ  is impossible to induce CC interactions. 

• νμ  also seems to be impossible with a quasi-
thermal spectrum.   

  

Now the question we ask is “Are νμ and ντ  always quasi-thermal during core collapse? ”

Looking forward to a Galactic supernova



“Non-thermal” vx in core collapse 
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Neutrino shock acceleration in CCSN 3

shock wave propagates through supersonically infalling outer
core and it transits to the semi-transparent region where neu-
trinos weakly couple with matter. This is the region where
neutrinos experience the shock acceleration. Note that the
shock acceleration occurs only if the neutrino absorption
is negligible, i.e., heavy leptonic neutrinos are the leading
players. To facilitate readers’ understanding, we provide a
schematic picture of the system in Fig. 1.
The acceleration mechanism is essentially the same as the

first-order Fermi-acceleration (di↵usive shock acceleration),
but neutrinos are scattered by nucleons, electrons and nuclei.
Let us consider that a shock wave propagates in the scattering
atmosphere at a radius of rsh and the matter in the upstream
(downstream) has a velocity of vu (vd). The fractional change
of the neutrino’s energy, E, at each shock crossing is roughly

⌧
�E
E

�
⇡ |vu � vd|

c
, (1)

where c is the speed of light and the symbol of hi denotes
the average. The acceleration stops when the energy loss on
each scattering becomes comparable to the gained energy
(Eq. 1) or the accelerated particle is absorbed by matter.
For electron-type neutrinos (⌫e) and their anti-partners (⌫̄e),
no shock accelerations occur in practice, since their shock ac-
celeration is hampered by the reactions of ⌫e + n ! e� + p
and ⌫̄e+p ! e++n. The cross section for these reactions in-
creases with energy, implying that the accelerated neutrinos
for ⌫e and ⌫̄e would be immediately absorbed.
For ⌫µ and ⌫⌧ , on the other hand, the situation is very

di↵erent from that of the electron-type (see also Fig. 1), since
their charged current reactions are absent at least up to ⇠
100 MeV neutrinos1. Let us first estimate the upper limit of
neutrino energy (Emax) without absorption processes. This
is mainly determined by the balance between the energy loss
of scatterings and the energy gain by the shock acceleration
(Eq. 1) , i.e.,

|vu � vd|
c

⇠ Emax

M
, (2)

where M is the mass of the scattering particle, i.e., nucle-
ons and nucleus in the downstream and upstream respec-
tively. Since nucleons have the lighter mass, 1GeV, the shock
acceleration is limited by the nucleon recoil e↵ect in the
downstream2. Since the fluid-velocity di↵erence between up-
and down stream at the shock wave is ⇡ 0.2c, we obtain
Emax ⇠ 200 MeV3. This is smaller than the mass of tau
(⇠ 1 GeV), indicating that ⌫⌧ can be in principle acceler-
ated up to ⇠ 200 MeV. On the other hand, the ⌫µ accel-
eration stops before reaching ⇠ 200 MeV, since the ⌫µ ab-
sorption via charged-current reactions, e.g., ⌫µ +n ! p+µ�

1 Strictly speaking, weak processes such as neutrino pair annihi-
lations and the inverse process of nucleon-nucleon bremsstrahlung
work similar as neutrino absorptions by matter. However, those
reactions are negligible for the considered situation.
2 But see Appendix for a discussion regarding the e↵ect of light
nuclei.
3 We note that the nucleus-neutrino inelastic scattering in the
upstream and the electron scattering in the downstream should be
taken into account for more quantitative arguments; indeed they
reduce the e�ciency of the shock acceleration. However, this e↵ect
does not change significantly our discussion. We will discuss these
e↵ect in Sec. 3 for more details.
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νμ (<100MeV)

 ντ (<200 MeV)
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Energy Sphere  
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Figure 1. Schematic picture of the neutrino shock acceleration in
CCSN. Note that the shock acceleration occurs only for ⌫µ, ⌫⌧ and
their anti-partners (see the text for more details). Those neutrinos
are emitted at the energy sphere (which is almost identical to the
neutrino sphere and located at ⇠ 30 km) with a thermal spec-
trum. During the flight in the post-shock flows, they go through
multiple-scatterings, which influences on the thermal spectrum, al-
though the spectrum sustains the quasi-thermal feature (see e.g.,
Suwa et al. 2019b; Kato et al. 2020; Wang & Burrows 2020). In
the pre-shock region, the dominant opacity is coherent scatterings
with heavy nuclei, on the other hand. Some neutrinos are back
scattered by them and then cross the shock wave. In the post-
shock flows, neutrinos have scatterings with nucleons again. Some
fractions of neutrinos escape from the post-shock flows after re-
peating the same process (see Eq. 3 for the condition) during which
neutrinos gain the energy from the shock wave and create the non-
thermal spectrum. The reachable maximum energy is ⇠ 100 MeV
and ⇠ 200 MeV for ⌫µ, ⌫⌧ , respectively. See the text for more
details.
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Figure 2. Schematic picture of expected spectra for all flavors of
neutrinos (at a CCSN source) when the neutrino shock acceleration
occurs.
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When the supernova shock is ~ 100km, the collisional mean free path of vx is O(100km). 
In such a situation, some of them cross the shock multiple times and then escape (first 
order Fermi Acceleration), which has been known since Kanzas & Ellison 81. 
=> An observer can see accelerated neutrinos.

This acceleration occurs as long 
as the shock’s optical depth ~ 1.  

Note that ve do not accelerate because 
CC interactions destroy them.



“Non-thermal” vx in core collapse 

Neutrino shock acceleration in CCSN 3

shock wave propagates through supersonically infalling outer
core and it transits to the semi-transparent region where neu-
trinos weakly couple with matter. This is the region where
neutrinos experience the shock acceleration. Note that the
shock acceleration occurs only if the neutrino absorption
is negligible, i.e., heavy leptonic neutrinos are the leading
players. To facilitate readers’ understanding, we provide a
schematic picture of the system in Fig. 1.
The acceleration mechanism is essentially the same as the

first-order Fermi-acceleration (di↵usive shock acceleration),
but neutrinos are scattered by nucleons, electrons and nuclei.
Let us consider that a shock wave propagates in the scattering
atmosphere at a radius of rsh and the matter in the upstream
(downstream) has a velocity of vu (vd). The fractional change
of the neutrino’s energy, E, at each shock crossing is roughly

⌧
�E
E

�
⇡ |vu � vd|

c
, (1)

where c is the speed of light and the symbol of hi denotes
the average. The acceleration stops when the energy loss on
each scattering becomes comparable to the gained energy
(Eq. 1) or the accelerated particle is absorbed by matter.
For electron-type neutrinos (⌫e) and their anti-partners (⌫̄e),
no shock accelerations occur in practice, since their shock ac-
celeration is hampered by the reactions of ⌫e + n ! e� + p
and ⌫̄e+p ! e++n. The cross section for these reactions in-
creases with energy, implying that the accelerated neutrinos
for ⌫e and ⌫̄e would be immediately absorbed.
For ⌫µ and ⌫⌧ , on the other hand, the situation is very

di↵erent from that of the electron-type (see also Fig. 1), since
their charged current reactions are absent at least up to ⇠
100 MeV neutrinos1. Let us first estimate the upper limit of
neutrino energy (Emax) without absorption processes. This
is mainly determined by the balance between the energy loss
of scatterings and the energy gain by the shock acceleration
(Eq. 1) , i.e.,

|vu � vd|
c

⇠ Emax

M
, (2)

where M is the mass of the scattering particle, i.e., nucle-
ons and nucleus in the downstream and upstream respec-
tively. Since nucleons have the lighter mass, 1GeV, the shock
acceleration is limited by the nucleon recoil e↵ect in the
downstream2. Since the fluid-velocity di↵erence between up-
and down stream at the shock wave is ⇡ 0.2c, we obtain
Emax ⇠ 200 MeV3. This is smaller than the mass of tau
(⇠ 1 GeV), indicating that ⌫⌧ can be in principle acceler-
ated up to ⇠ 200 MeV. On the other hand, the ⌫µ accel-
eration stops before reaching ⇠ 200 MeV, since the ⌫µ ab-
sorption via charged-current reactions, e.g., ⌫µ +n ! p+µ�

1 Strictly speaking, weak processes such as neutrino pair annihi-
lations and the inverse process of nucleon-nucleon bremsstrahlung
work similar as neutrino absorptions by matter. However, those
reactions are negligible for the considered situation.
2 But see Appendix for a discussion regarding the e↵ect of light
nuclei.
3 We note that the nucleus-neutrino inelastic scattering in the
upstream and the electron scattering in the downstream should be
taken into account for more quantitative arguments; indeed they
reduce the e�ciency of the shock acceleration. However, this e↵ect
does not change significantly our discussion. We will discuss these
e↵ect in Sec. 3 for more details.
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Figure 1. Schematic picture of the neutrino shock acceleration in
CCSN. Note that the shock acceleration occurs only for ⌫µ, ⌫⌧ and
their anti-partners (see the text for more details). Those neutrinos
are emitted at the energy sphere (which is almost identical to the
neutrino sphere and located at ⇠ 30 km) with a thermal spec-
trum. During the flight in the post-shock flows, they go through
multiple-scatterings, which influences on the thermal spectrum, al-
though the spectrum sustains the quasi-thermal feature (see e.g.,
Suwa et al. 2019b; Kato et al. 2020; Wang & Burrows 2020). In
the pre-shock region, the dominant opacity is coherent scatterings
with heavy nuclei, on the other hand. Some neutrinos are back
scattered by them and then cross the shock wave. In the post-
shock flows, neutrinos have scatterings with nucleons again. Some
fractions of neutrinos escape from the post-shock flows after re-
peating the same process (see Eq. 3 for the condition) during which
neutrinos gain the energy from the shock wave and create the non-
thermal spectrum. The reachable maximum energy is ⇠ 100 MeV
and ⇠ 200 MeV for ⌫µ, ⌫⌧ , respectively. See the text for more
details.
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Figure 2. Schematic picture of expected spectra for all flavors of
neutrinos (at a CCSN source) when the neutrino shock acceleration
occurs.
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Are νμ and ντ  always quasi-thermal during core collapse?  No.

• Mu and tau have a significant non-thermal tail ~  E > 50MeV. 
• The degeneracy between mu and tau is broken because CC interactions kick in at 100 MeV. 



“Non-thermal” vx in core collapse 
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Figure 5. Emergent spectra of ⌫µ and ⌫⌧ at 10–30,ms after the
bounce, obtained by our Monte Carlo simulations. For comparison,
we display a ⌫µ spectrum at 40–70,ms after the bounce, a thermal
spectrum of zero chemical potential with T = 5.2MeV, and a
function given by Eq. 14. with Q = 10MeV.

Figure 6. Same as Fig. 5 but for the late post bounce phase in failed
CCSN with di↵erent mass accretion rates Ṁ .

We also study the case of failed CCSN, in which we as-
sume that a shock stays at 80 km. The velocity of the up-
stream at 80 km is set to be 0.2c and the density at the
shock is characterized by the mass accretion rate, Ṁ . The
radial profile of the former is assumed to be proportional
to r�0.5 and the latter is determined from Ṁ = constant.
Figure 6 shows the ⌫⌧ spectra in the case of failed CCSN.
The emerging spectrum depends on the mass accretion rate.
Roughly speaking, the neutrino shock acceleration occurs
when (Ṁ/1M�/s)(80 km/rsh) & 1 is satisfied.

4 DETECTABILITY

We assess the detectability of the high energy neutrinos in
some representative terrestrial neutrino detectors. We first
describe basic assumptions for computing the event counts
on each detector in Sec. 4.1. We then present the results for

than the muon restmass because ⌫µ in the lab frame is blue shifted
in the fluid restframe in the upstream.

the early post bounce phase in Sec. 4.2. The similar estima-
tion but for the later phase in the case with failed CCSN is
presented in Sec. 4.3. Finally, we discuss a possibility of muon
productions in these detectors in Sec. 4.4.

4.1 Basic assumptions

4.1.1 Analytic expression of neutrino spectrum

As described in Sec. 2, the neutrino shock acceleration does
not occur for ⌫e and ⌫̄e, indicating that their spectrum re-
mains quasi-thermal feature (see also Fig. 2). We also note
that their average energy tends to be smaller than that of
the heavy leptonic neutrinos, which indicates that the expo-
nential decline of the thermal spectrum in the high energy
region is steeper than that of heavy leptonic neutrinos. For
these reasons, ⌫e and ⌫̄e in the high energy region (> 50 MeV)
would be subdominant; hence we ignore their contributions
in this estimation.
In this study, we do not directly use the raw data of the

emergent neutrino spectrum computed by Monte Carlo simu-
lations but rather fit them by an analytic formula to facilitate
intuitive understanding of the event count. In the expres-
sion, the number spectrum of neutrinos at the CCSN source
(dN/dE [MeV�1]) is assumed to be the sum of thermal- and
non-thermal component,

dN
dE

=

✓
dN
dE

◆

th

+

✓
dN
dE

◆

nt

, (12)

where
✓
dN
dE

◆

th

= A
E2

1 + exp(E/T )
, (13)

✓
dN
dE

◆

nt

= B E2exp(�E/Q). (14)

In these expressions, E and T denote the neutrino energy and
temperature, respectively. Q represents the exponent of the
high energy tail of the non-thermal component. The coe�-
cients of A and B determine the scale of neutrino luminosity
on each component. In this study, we assume that the num-
ber spectrum of ⌫µ and ⌫⌧ (and their anti-partners) is iden-
tical each other up to the energy of muon mass (106MeV).
In the above energy, the spectrum of ⌫⌧ extends up to 200
MeV, meanwhile it is constantly set to be zero for ⌫µ. Anti-
neutrinos to each species are assumed to have the same spec-
trum as that of neutrinos, although there are some quantita-
tive di↵erence between them in reality8.
In our analytic formula, we have four independent free pa-

rameters: A,B, T, and Q. We first determine the parameters
associated with the thermal component, i.e., A and T by re-
ferring some CCSN simulations (Nagakura et al. 2019a,b).
For early post-bounce phase (. 50 ms after bounce), the
energy-luminosity and the average energy for heavy leptonic
neutrinos are ⇠ 2⇥1052erg/s and ⇠ 16 MeV, respectively. We

8 This is due to the fact that the neutrino-matter reaction rates
are, in general, di↵erent between neutrinos and the anti-partners:
for instance, the e↵ect of weak magnetism (Horowitz 2002). For
more quantitative arguments, the di↵erence should be taken into
account, which is beyond the scope of this paper, though.
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Fig. 21. Postshock convection in Model s112 128 f. Figures a–c show snapshots of the entropy for six post-bounce times. Figures d–f display
the radial velocity at the same times with maximum values of up to 47000 km s−1 (bright yellow). In Figure d also the convective activity below
the neutrinosphere (at radii r <∼ 30 km) is visible. It is characterized by small cells, which are very similar to those observed in all other 2D
models, too. The polar axis of the spherical coordinate grid is directed horizontally, the “north pole” is on the right side.
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Figure 5. Emergent spectra of ⌫µ and ⌫⌧ at 10–30,ms after the
bounce, obtained by our Monte Carlo simulations. For comparison,
we display a ⌫µ spectrum at 40–70,ms after the bounce, a thermal
spectrum of zero chemical potential with T = 5.2MeV, and a
function given by Eq. 14. with Q = 10MeV.

Figure 6. Same as Fig. 5 but for the late post bounce phase in failed
CCSN with di↵erent mass accretion rates Ṁ .

We also study the case of failed CCSN, in which we as-
sume that a shock stays at 80 km. The velocity of the up-
stream at 80 km is set to be 0.2c and the density at the
shock is characterized by the mass accretion rate, Ṁ . The
radial profile of the former is assumed to be proportional
to r�0.5 and the latter is determined from Ṁ = constant.
Figure 6 shows the ⌫⌧ spectra in the case of failed CCSN.
The emerging spectrum depends on the mass accretion rate.
Roughly speaking, the neutrino shock acceleration occurs
when (Ṁ/1M�/s)(80 km/rsh) & 1 is satisfied.

4 DETECTABILITY

We assess the detectability of the high energy neutrinos in
some representative terrestrial neutrino detectors. We first
describe basic assumptions for computing the event counts
on each detector in Sec. 4.1. We then present the results for

than the muon restmass because ⌫µ in the lab frame is blue shifted
in the fluid restframe in the upstream.

the early post bounce phase in Sec. 4.2. The similar estima-
tion but for the later phase in the case with failed CCSN is
presented in Sec. 4.3. Finally, we discuss a possibility of muon
productions in these detectors in Sec. 4.4.

4.1 Basic assumptions

4.1.1 Analytic expression of neutrino spectrum

As described in Sec. 2, the neutrino shock acceleration does
not occur for ⌫e and ⌫̄e, indicating that their spectrum re-
mains quasi-thermal feature (see also Fig. 2). We also note
that their average energy tends to be smaller than that of
the heavy leptonic neutrinos, which indicates that the expo-
nential decline of the thermal spectrum in the high energy
region is steeper than that of heavy leptonic neutrinos. For
these reasons, ⌫e and ⌫̄e in the high energy region (> 50 MeV)
would be subdominant; hence we ignore their contributions
in this estimation.
In this study, we do not directly use the raw data of the

emergent neutrino spectrum computed by Monte Carlo simu-
lations but rather fit them by an analytic formula to facilitate
intuitive understanding of the event count. In the expres-
sion, the number spectrum of neutrinos at the CCSN source
(dN/dE [MeV�1]) is assumed to be the sum of thermal- and
non-thermal component,
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In the above energy, the spectrum of ⌫⌧ extends up to 200
MeV, meanwhile it is constantly set to be zero for ⌫µ. Anti-
neutrinos to each species are assumed to have the same spec-
trum as that of neutrinos, although there are some quantita-
tive di↵erence between them in reality8.
In our analytic formula, we have four independent free pa-

rameters: A,B, T, and Q. We first determine the parameters
associated with the thermal component, i.e., A and T by re-
ferring some CCSN simulations (Nagakura et al. 2019a,b).
For early post-bounce phase (. 50 ms after bounce), the
energy-luminosity and the average energy for heavy leptonic
neutrinos are ⇠ 2⇥1052erg/s and ⇠ 16 MeV, respectively. We

8 This is due to the fact that the neutrino-matter reaction rates
are, in general, di↵erent between neutrinos and the anti-partners:
for instance, the e↵ect of weak magnetism (Horowitz 2002). For
more quantitative arguments, the di↵erence should be taken into
account, which is beyond the scope of this paper, though.
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sume that a shock stays at 80 km. The velocity of the up-
stream at 80 km is set to be 0.2c and the density at the
shock is characterized by the mass accretion rate, Ṁ . The
radial profile of the former is assumed to be proportional
to r�0.5 and the latter is determined from Ṁ = constant.
Figure 6 shows the ⌫⌧ spectra in the case of failed CCSN.
The emerging spectrum depends on the mass accretion rate.
Roughly speaking, the neutrino shock acceleration occurs
when (Ṁ/1M�/s)(80 km/rsh) & 1 is satisfied.
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As described in Sec. 2, the neutrino shock acceleration does
not occur for ⌫e and ⌫̄e, indicating that their spectrum re-
mains quasi-thermal feature (see also Fig. 2). We also note
that their average energy tends to be smaller than that of
the heavy leptonic neutrinos, which indicates that the expo-
nential decline of the thermal spectrum in the high energy
region is steeper than that of heavy leptonic neutrinos. For
these reasons, ⌫e and ⌫̄e in the high energy region (> 50 MeV)
would be subdominant; hence we ignore their contributions
in this estimation.
In this study, we do not directly use the raw data of the
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intuitive understanding of the event count. In the expres-
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cients of A and B determine the scale of neutrino luminosity
on each component. In this study, we assume that the num-
ber spectrum of ⌫µ and ⌫⌧ (and their anti-partners) is iden-
tical each other up to the energy of muon mass (106MeV).
In the above energy, the spectrum of ⌫⌧ extends up to 200
MeV, meanwhile it is constantly set to be zero for ⌫µ. Anti-
neutrinos to each species are assumed to have the same spec-
trum as that of neutrinos, although there are some quantita-
tive di↵erence between them in reality8.
In our analytic formula, we have four independent free pa-

rameters: A,B, T, and Q. We first determine the parameters
associated with the thermal component, i.e., A and T by re-
ferring some CCSN simulations (Nagakura et al. 2019a,b).
For early post-bounce phase (. 50 ms after bounce), the
energy-luminosity and the average energy for heavy leptonic
neutrinos are ⇠ 2⇥1052erg/s and ⇠ 16 MeV, respectively. We

8 This is due to the fact that the neutrino-matter reaction rates
are, in general, di↵erent between neutrinos and the anti-partners:
for instance, the e↵ect of weak magnetism (Horowitz 2002). For
more quantitative arguments, the di↵erence should be taken into
account, which is beyond the scope of this paper, though.
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Figure 16. Same as Fig. 12 but only for charged current reaction channels with muons.
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trino shock acceleration occurs in the late post bounce phase
for failed CCSN, in which the PNS is enveloped by a stalled
shock wave located at ⇠ 100 km with high mass accretion
rate. Motivated by these considerations, we perform a com-
prehensive study of the neutrino shock acceleration from the
production mechanism to their detectability by representa-
tive terrestrial neutrino observatories. The main conclusions
are summarized below.

(i) The neutrino shock acceleration is strongly flavor de-
pendent; ⌫⌧ (and ⌫̄⌧ ) gains the energy up to ⇠ 200 MeV,

meanwhile ⌫µ (and ⌫̄µ) has the similar spectrum as that in
⌫⌧ but sharp cut-o↵ would appear at the energy of (⇠ 100
MeV). The spectrum for both ⌫e and ⌫̄e remains a quasi-
thermal shape, since the shock acceleration is hampered by
their charged current reactions with nucleons.

(ii) The observable non-thermal neutrinos need to satisfy
the condition of Eq. 3, otherwise neutrinos escape from the
shock wave without interacting to the shock wave or advect
with the accretion flows (see Sec. 2 for more details).

(iii) We demonstrate the neutrino shock acceleration by
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trino shock acceleration occurs in the late post bounce phase
for failed CCSN, in which the PNS is enveloped by a stalled
shock wave located at ⇠ 100 km with high mass accretion
rate. Motivated by these considerations, we perform a com-
prehensive study of the neutrino shock acceleration from the
production mechanism to their detectability by representa-
tive terrestrial neutrino observatories. The main conclusions
are summarized below.

(i) The neutrino shock acceleration is strongly flavor de-
pendent; ⌫⌧ (and ⌫̄⌧ ) gains the energy up to ⇠ 200 MeV,

meanwhile ⌫µ (and ⌫̄µ) has the similar spectrum as that in
⌫⌧ but sharp cut-o↵ would appear at the energy of (⇠ 100
MeV). The spectrum for both ⌫e and ⌫̄e remains a quasi-
thermal shape, since the shock acceleration is hampered by
their charged current reactions with nucleons.

(ii) The observable non-thermal neutrinos need to satisfy
the condition of Eq. 3, otherwise neutrinos escape from the
shock wave without interacting to the shock wave or advect
with the accretion flows (see Sec. 2 for more details).

(iii) We demonstrate the neutrino shock acceleration by
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Muon production is not so promising but it can occur.
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Figure 11. Energy spectra of event counts for neutrinos in the early post bounce phase. The color denotes the detector: SK (red), HK
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Figure 12. Same as Fig. 11 but for cumulative event counts. The integration starts from 200MeV and then proceeds toward the negative
energy. The neutrino energy where each line crosses with a thin black line corresponds to the expected maximum energy of neutrinos by
each detector. For instance, HK is capable of detecting neutrinos up to ⇠ 110 MeV.

trum shape is an exponential decline around the energy, im-
plying that the number of injected neutrinos is sensitive to
the temperature. The other reason is that the duration time
of neutrino shock acceleration is 10 times longer than that in
the early post-bounce phase.

As shown in Fig. 15, all the detectors which we employ in

this study will detect high energy neutrinos with E > 100
MeV if the source is located at 10 kpc. It should be stressed
that the event counts by thermal neutrinos are orders of mag-
nitude smaller than the total for neutrinos, indicating that
the detection of neutrinos with E > 100 MeV remains a
smoking gun evidence that the neutrino shock acceleration
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Figure 15. Same as Fig. 12 but for the late post bounce phase in failed CCSN.

threshold distance for the case with normal mass hierarchy is
systematically larger than that for inverted mass hierarchy.
This is attributed to the fact that most of ⌫⌧ at the CCSN
source arrive at the Earth as ⌫e in inverted mass hierarchy
(see the spectrum at E > Mu in Fig. 10), which results in the
substantial reduction of ⌫µ events in terrestrial detectors. In
normal mass hierarchy, on the other hand, roughly 3 flavors
of neutrinos at the Earth share the original ⌫⌧ at the CCSN
source; hence, the event rate of muon production becomes
higher than that in inverted one.

5 SUMMARY AND CONCLUSION

The energy spectrum of neutrinos from CCSN have been re-
garded as a quasi-thermal shape, which seems to be real for
most of the phases. As pointed out by the earlier studies
in Kazanas & Ellison (1981); Giovanoni et al. (1989), how-
ever, that the neutrino shock acceleration occurs in the early
post bounce phase, which potentially creates the non-thermal
shape in the emergent spectrum. This argument is also sup-
ported by recent CCSN simulations with full Boltzmann neu-
trino transport (see Fig. 4). We also speculate that the neu-
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• HyperK will see neutrinos with E>80MeV in the first 50ms.  
• This will be a clear signature that the shock is propagating in the scattering 

atmosphere ~ 100 km. 
• These ve  must originate from vx at the source.
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Summary
• BBH spin distribution points to that field binaries are their dominant progenitors. 

• The BNS merger rate is now just the one expected, ~30/Myr in the Milky Way. 

• Kilonovae are optical-nIR emission of neutron star merger ejecta. Its heating rate ~ t-1.3 (early) and t-2.8 
(late). 

• The GW170817 light curve agrees with the r-process heating. It requires 0.05 Msun of r-process elements 
produced in GW170817. 

• The estimated rate and mass of r-process elements from GW170817 are consistent with that all r-process 
elements are produced by mergers. 

• GRB 170817A and its afterglow point to this merger launched a relativistic jet. 

• The VLBI measurement of the superluminal motion of the jet in GW170817 provides the Lorentz factor, 
total energy, and viewing angle. 

• The VLBI measurement can be used to improve the H0 measurement, ~ 68+5-5 km/s/Mpc 

• Mu and tau neutrino acceleration in supernovae occurs when the shock propagates in the scattering 
atmosphere.  This produces high energy tail (~100 MeV) in the neutrino spectra and breaks the 
degeneracy between mu and tau. Hyper-Kamiokande will be very powerful to see these signatures.

Thank you !!!



Picture after GW170817
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