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• Astrophysical observations:  
Galaxy rotation curves  

Motivations
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INTRODUCTION: WHY AND WHAT ?
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➤ Several independent probes  
CMB / BBN / Gravitation lensing / Galaxy clusters / 
rotation curves 

➤ DM represents ~80% of matter 

Why we need DM What could be DM
•

 
Assume a new (heavy) particle X

 
is 

initially in thermal equilibrium

•
 

Its relic density is

•
 
mX

 

~ 100 GeV, gX
 

~ 0.6 Æ ΩX ~ 0.1
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•
 

Remarkable coincidence: particle physics independently 
predicts particles with the right density to be dark matter

Kolb, Turner
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FIG. 1: Mass ranges for dark matter and mediator particle candidates, experimental anomalies,
and search techniques described in this document. All mass ranges are merely representative; for
details, see the text. The QCD axion mass upper bound is set by supernova constraints, and
may be significantly raised by astrophysical uncertainties. Axion-like dark matter may also have
lower masses than depicted. Ultralight Dark Matter and Hidden Sector Dark Matter are broad
frameworks. Mass ranges corresponding to various production mechanisms within each framework
are shown and are discussed in Sec. II. The Beryllium-8, muon (g � 2), and small-scale structure
anomalies are described in VII. The search techniques of Coherent Field Searches, Direct Detection,
and Accelerators are described in Secs. V, IV, and VI, respectively, and Nuclear and Atomic Physics
and Microlensing searches are described in Sec. VII.

II. SCIENCE CASE FOR A PROGRAM OF SMALL EXPERIMENTS

Given the wide range of possible dark matter candidates, it is useful to focus the search
for dark matter by putting it in the context of what is known about our cosmological history
and the interactions of the Standard Model, by posing questions like: What is the (particle
physics) origin of the dark matter particles’ mass? What is the (cosmological) origin of
the abundance of dark matter seen today? How do dark matter particles interact, both
with one another and with the constituents of familiar matter? And what other observable
consequences might we expect from this physics, in addition to the existence of dark matter?
Might existing observations or theoretical puzzles be closely tied to the physics of dark
matter? These questions have many possible answers — indeed, this is one reason why
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WIMP is a  
compelling explanation

But one could imagine 
a lot more candidates…

Observations pointing to DM



• Astrophysical observations:  
Galaxy rotation curves  
Bullet Cluster

Motivations
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Observations pointing to DM



• Astrophysical observations:  
Galaxy rotation curves  
Bullet Cluster 

• Cosmological  
CMB spectrum 
Big bang nucleosynthesis

Motivations
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Observations pointing to DM



• In Universe:  
• ~70% Dark Energy + 30% Matter 
• 80% of matter is Dark ! 

• Astrophysical observations:  
Galaxy rotation curves  
Bullet Cluster 

• Cosmological  
CMB spectrum 
Big bang nucleosynthesis

Motivations
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Observations pointing to DM Current picture

Allowed Dark Matter and Dark Energy bands in the Universe from various measurements.

49

5. The Dark Universe

Against all expectations, both groups found 
that the expansion was actually accelerating! 
This extraordinary discovery was rewarded with 
a Nobel Prize in 2011. Crucially, according to 
General Relativity, only a new kind of (uniformly 
distributed) energy could be causing such an 
accelerated expansion – a new form of energy with 
negative pressure. Perhaps a little unimaginatively, 
this ‘new’ energy was given the name Dark Energy. 
As it turns out, today Dark Energy constitutes 
most of the mass-energy content of the Universe: 
ordinary matter provides around 5%, Dark Matter 
around 27%, while Dark Energy accounts for the 
remaining 68%. 

Dark Energy could be stationary in time – 
corresponding, for example, to the (infamous) 
cosmological constant in Einstein’s formulation of 

General Relativity. Alternatively, it could vary in 
time and be related, for instance, to the changing 
potential energy of some scalar field (i.e. a field 
fully described by a numerical value alone, such 
as the Higgs field). Only experiments will be able 
to resolve this question and several groups are 
working to do so, not only repeating the detailed 
studies of supernovas of the 1990s but also 
accurately mapping the distribution of galaxies in 
the Universe.

The nature of Dark Matter and Dark Energy is 
still a mystery, but an even more disturbing and 
profound dilemma is posed by Dark Energy’s 
density. Since Dark Energy is uniformly distributed 
throughout the entire Universe, its density (i.e. the 
amount of Dark Energy per unit volume of space) is 
embarrassingly small, corresponding to an energy



• In Universe:  
• ~70% Dark Energy + 30% Matter 
• 80% of matter is Dark ! 

• In our galaxy: 
• ~0.3 GeV/c2 
• vc ~220km.s-2 

• Astrophysical observations:  
Galaxy rotation curves  
Bullet Cluster 

• Cosmological  
CMB spectrum 
Big bang nucleosynthesis

Motivations
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Observations pointing to DM Current picture



What is dark matter?

GB, Tait, Nature (2018)1810.01668
 5Bertone, Tait Nature (2018) 1810.16688



GB, Tait, Nature (2018)1810.01668
Bertone, Tait Nature (2018) 1810.16689

WIMPs 
Weakly Interacting Massive Particle 

- Natural supersymmetric candidate 
- Experimentally reachable 
- production mechanism: freezout



Detection methods

(credit: HAP / A. Chantelauze)
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Direct searches

5 RESULT OF A DIRECT DETECTION EXPERIMENT

the particle type in liquid noble gas scintillators. Detailed information on the various

detector technologies used in direct dark-mater searches is given in section 7.

5.2. Statistical treatment of data

In direct detection experiments, various statistical methods are used to derive

upper limits on the WIMP-nucleus cross-section as a function of the dark matter

mass or to claim a detection of dark matter. Over the last years, a number of

experiments have recorded events above the expected background and based on those,

signal contours in cross-section with nucleons versus dark-matter mass have been

derived [204][205][206][207]. Some of those results have been, later on, disfavoured

by the same authors based on new data from upgraded detectors. In this potential

’discovery’ situation, a correct application of statistical methods is essential to avoid a

misidentification of up- or downward fluctuations of the background. Common to all

experiments is not only that the expected signal consists of only a few events per year but

also an unavoidable presence of background (see section 4 for a throughly explanation).

Hence, a statistical analysis has to consider both, the Poisson distribution of the signal

events and a correct treatment of systematic uncertainties of the detector response. A

detailed description of methods can be found in [208].

For detectors featuring a separation between di↵erent types of particles

Figure 4. Schematic of possible signals that can be measured in direct detection
experiments depending on the technology in use.

24

5 RESULT OF A DIRECT DETECTION EXPERIMENT

dark matter density and its velocity distribution have to be assumed (see section 3.4).

The most common way to display direct detection results is based on a di↵erential

rate with spin independent and isospin-conserving interactions

dR

dE
(E, t) =

⇢0
2µ2

A ·m�
· �0 · A2 · F 2

Z vesc

vmin

f(v, t)

v
d3v, (13)

with vesc the escape velocity (see section 3.4) and the minimal velocity defined as

vmin =

s
mA · Ethr

2µ2
A

. (14)

The parameter Ethr describes the energy threshold of the detector and µA is the reduced

mass of the WIMP-nucleus system. The left plot in figure 6 shows a generic limit (open

black curve) on the dark matter cross-section with respect to the dark matter mass which

can be calculated with equation 13. At low WIMP masses the sensitivity is reduced

Figure 6. Left: Illustration of a result from a direct dark-matter detector derived as
a cross-section with matter as function of the WIMP mass. The black line shows a
limit and signal for reference, while the coloured limits illustrate the variation of an
upper limit due to changes in the detector design or properties. Right: Evolution of
the sensitivity versus the exposure. For more information see text.

mainly due to the low-energy threshold of the detector, whereas the minimum of the

exclusion curve is given by the kinematics of the scattering process which depends on the

target nucleus. At larger WIMP masses, the event rate is overall suppressed by 1/m�.

Given that the local dark-matter density is a constant of 0.3GeV/cm3 (section 3.4),

the heavier the individual particles, the less particles are available for scattering. In

addition, the form factor reduces the rate for interactions with a large momentum

transfer (section 3.2). The overall sensitivity of the experiment is dominated by the
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• mx = 100GeV mN = 130 GeV 
—> <Er> ~ 13keV 

• mx = 5GeV mN = 28 GeV 
—> <Er> ~ 0.3keV



Direct searches
dR

dE
(E, t) =

⇢0
2µ2

A ·m�
· �0 · A2 · F 2

Z vesc

vmin

f(v, t)

v
d3v,

vmin =

s
mA · Ethr

2µ2
A

.

⬆ Exposure  

⬇ Background 

⬇ Threshold (for small mx)
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Dark Matter in CCD ?

• low energy threshold  
(low mass WIMP) 
band gap in Si = 1.2 eV 

• high granularity  
3D information 

• Thick CCDs  
675um, high resistivity
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8

➤ Ionization threshold ~3.7 eV 
(compared to ~10 eV for liq. noble 
gas det.) 

➤ low readout noise ~1.6 e- (= 6 eV)  
—> Eth = 50-60 eVee 

➤ ~light mass target (kinetic matching)

CCD technical info 
• Thick CCD: 0.675 mm 
• 2.9g (5.8g)/ CCD 
• 8 (16) MegaPixels  
• pixel size: 15 x 15 μm 
• High resistivity: 10-20 kΩ.cm  

(low donor density—>fully depleted at 40V) 
• low dark current (0.01 e- /pix /day at 120K)

σ = 1.6 e-  ~ 6 eV 

Data 2017



CCD operation basics: Clocking
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CCD operation basics: Readout
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Figure 2​ Video output of a floating diffusion 

Floating gate 

Another possible way to measure the charge was proposed in the 1974 in ​(Wen 1974) ​. It is                 
based on an additional floating gate placed between the usual gate to transfer the charge               
and the silicon substrate. The design in the original paper is shown in the ​Figure 3​. 

 
Figure 3​ Floating gate amplifier design 

When the charge is moved by the regular clocking under Φ2’ the potential on the inserted                
gate is modified and the output of the MOSFET as well. ​The main advantage of this                

design is the non destructive measurement of the charge.  

 

Figure 1: Left: Floating diffusion sense node. Right: Video output of a floating diffusion

2.2 Floating gate
Another possible way to measure the charge was proposed in 1974 [Wen74] It is based on an addi-
tional floating gate placed between the usual gate to transfer the charge and the silicon substrate.
The design in the original paper is shown in the Figure 2.

WEN: FLOATINGGATE AMPLIFIER 411
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Fig. 1. FGA.
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Fig. 2. FGA model used in computer simula t ion .

voltages which are designa ted +1, +2’, and +8 are the
three clock lines normally associa ted with a three-phase
CCD. However , in th is st ructure theelect rode +2’ serves
an addit iona l purpose, i.e., it is a lso the bias elect rode
for the floa t ing gate. In opera t ion , the CCD can be oper -
a ted with the middle phase a t some dc level (the so-ca lled
24 phase opera t ion) [5], thus, the basis for th is simula-
t ion is rea list ic.
The st ructura l parameters of the floa t ing gate geom-

et ry are a lso indica ted in Fig. 2. Among these are the
tota l oxide th ickness (Y’), the floa t ing gate th ickness
(t ), the floa t ing ga te-to-bias elect rode spacing (d), and
the elect rode width (1). The cell is symmetr ica lly drawn
so tha t t ransla t iona lly per iodic boundary condit ions may
be applied a t x = O and x = L.
This computer program depends on two basic sub-

programs. Subprogram one employs numer ica l methods
to solve the two-dimensiona l Poision equat ion , subpro-
gram two in t roduces signal charges in to the FGA and
computes the dist r ibu t ion of these charges. After the sig-
na l charge has been in t roduced and it s dist r ibu t ion is
eva lua ted, subprogram one is again act iva ted to ca lcula te
the influence of th is charge on the potent ia l profile. Sub-
program two is then used to upda te the charge dist r ibu-

:~i
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DISTANCE X (urn)

Fig. 3. Computer genera t ed sur face poten t ia l and signa l-charge
dist r ibu t ion for O and 144 elect rons.

F ig. 4.
ga te

Bias
Electrcde Si02 ~,,,,~

Si Substrate

I

I 1 1 I ! ! t
-02 0 0.2“ 04 06 08 10 1

DISTANCE Y(pm), PERPENDICULAR TO SURFACE

2

Computer genera t ed poten t ia l profile shows the floa t ing-
poten t ia l in fluenced by the presence of signa l cha rge.

t ion based on the new potent ia l profile. The two sub-
programs thus work itera t ively unt il equilibr ium is
reached a t which t ime the program termina tes.
Fig. 3 depict s the computer genera ted sur face poten-

t ia l V, along the oxide-silicon in ter face and the equilib-
r ium signal charge dist r ibu t ion when 144 elect rons are
presen t (iV6 = 144). The sur face potent ia l for N, = O
is a lso shown for compar ison , The potent ia l profile in the
direct ion perpendicu la r to the in ter face is illust ra ted (not
to sca le) in Fig. 4. It can be seen tha t the floa t ing gate,
while t ru ly “floa t ing,” assumes a potent ia l VFG which
is determined by the bias elect rode voltage and the
amount of signal charge presen t . Some of the resu lt s of
the computer simula t ion are summar ized below.
1)

2)

3)

A ‘well behaved channel poten t ia l is obta ined so
tha t signal charge may be t ransfer red through the
FGA system.
The change in the floa t ing gate voltage is propor -
t iona l to the tota l number of elect rons under the
gate over severa l decades of charge.
In order to maximize the floa t ing gate sensit ivity,
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Gate Oxide

\ –ccDc-—MOS— )

Fig. 5. Cross-sect iona l view of the FGA shows the var ious ca-
pacitances in the system.

the following condit ions should be met :
a )

b)

c)

a light ly doped semiconductor should be
used with th ick oxide between the floa t ing
gate and the bias elect rode;
the floa t ing gate should be embedded close
to the subst ra te; and
the floa t ing gate area should be mini-
mized,

FGA S ensitivity Calcu lation

It is observed from the computer simula t ion tha t for a
considerable range of signal charge in the C(3D channel,
the floa t ing gate potent ia l changes linear ly with it . Hence,
in th is region , a simplified approach using linear capaci-
tors to model th is system is valid and appropr ia te. An
overa ll floa t ing gate capacitance may be defined and
evalua ted.
The cross-sect iona l view of the FGA is shown in Fig.

5. In th is figure, Cl is the capacitance between the sig-
na l elect rons and the floa t ing gate, C2 is the capacitance
between the floa t ing gate and the bias elect rode, C~ is
the deplet ion capacitance between the signal elect rons
and the subst ra te (ground), and C4 is the st ray capaci-
tance from the floa t ing gate to the channel stop (sub-
st ra te). The MOS transistor is represen ted by it s input
capacitance Ci. with it s va lue depending on the bias
condit ion of the circuit .
If a charge of ,AQ coulombs is placed under the floa t -

ing gate, the voltage it produces between the floa t ing
gate and ground is

AQ
AVFG = ~ (1)

where CpG is defined as the floa t ing, ga te capacitance
and is given by

In order to maximize the floa t ing gate sensit ivity, Cl
should be maximized while C3, C~, C,4, and CiD should
be minimized. These resu lt s a re consisten t with those
predicted by the computer simula t ion .

Noise S ources in the FGA

Since no reset t ing of the FGA is necessary, the lcTC
reset noise associa ted with convent iona l ga ted-charge

LllJ LJL-J

& (Slas E’ectrode)

SI02
+3 +t FG +3 +1

( WA 1 Gate
Oxide

1
Fig. 6. Layout of the FGA.

detectors [6] does not exist in the FGA. (The ga ted-
charge detector will be discussed br iefly in Sect ion IV. )
The dominant noise sources of the FGA are I/f noise
and thermal noise in the MOS channel. The magnitude
of these can be est imated by measur ing the noise spect ra l
density of an MOS transistor with the same geometry
and processing sequence as the FGA transistor . For a
noise bandwidth of 28 MHz, th is measurement predict s
an rms noise equiva lent signal (NES) of approximately
135 elect rons for the test st ructure which is descr ibed in
the next sect ion .

III. TEST STRUCTWR~DESIGiiT
The FGA test st ructure configura t ion is shown sche-

mat ica lly in Fig. 6. The floa t ing gate is posit ioned be-
tween two-phase lines of a three-phase st ructure. It is
fabr ica ted with doped polycrysta lline silicon in the same
fash ion as the normal @l, +,z, and +3 lines. The phase
lines are separa ted from each other by undoped poly -
crysta lline silicon [7], the floa t ing gate is sur rounded by
oxide on all sides. The bias elect rode which is shown as
a meta l ga te direct ly above the floa t ing, ga te, st raddles
the adj scen t phase lines. The advantages of th is ap-
proach are 1) it does not require any addit iona l process-
ing steps, and 2) a completely sea led CCD channel is
obta ined.
For convenience, the width of the floa t ing gate is

chosen to be 7 ,pm. The width of the phase lines is 10
pm with 7-@m gaps. The floa t ing gate extends about 30
pm beyond the CCD channel to the outpu t MOS tran-
sistor . The CCD channel is chosen to be 30-,pm wide for
a tota l floa t ing gate length of 60 pm. The gate oxide
th ickness is 0.15 pm; the separa t ion between the bias
elect rode and the floa t ing gate is 0,5 pm. The complete
FGA circuit is illust ra ted in Fig. 7. It can be seen tha t
two convent iona l (MOS transistors have been fabr ica ted
in addit ion to the floa t ing gate t ransistor to obta in a

Figure 2: Floating gate amplifier design

When the charge is moved by the regular clocking under �0
2

the potential on the inserted gate
is modified and the output of the MOSFET as well. The main advantage of this design is the non
destructive measurement of the charge.

3 Noise Sources

The concern of this note is the noise mitigation of the CCD. We review here the possible source of
noise and their relative contribution. Methods to mitigate the noise source will be described later.

3.1 Reset noise
The reset noise appears when a reset pulse is used to set the value of a floating capacitor to a fixed
value. This is the case for the FD method at each pixel reading. For the FG it is in principle not
necessary when two readings are close in time, however it has to be done from time to time. A
clear explanation of the reset noise is given in (Janesick 2001) and is shown in the Figure 4. The
reset noise noise comes from the thermal noise of the switch resistor. When the reset switch is
connected, the resistor R

on

is rather small, combined to the small capacitance, this results in a high
frequency noise. When the switch is open, the resistor is very large and the bandwidth is reduced
to 'mHz or µHz frequencies. The noise level is thus frozen to a value, this value remains the same
on the relevant time scales and in particular after the charge is moved into the sense node. For

2

p

n
p

Amplifier reset 
(introduces noise 
charge)

Summing well 
(add signal charge)

1. Reset the sense node 

2. Measure the reference level 

3. Inject the charge on the sense node through the summing well 

4. Measure the signal level 

—> You get a voltage proportional to the pixel charge content



Noise
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• Correlated noise: 
Suppressed with Image processing 

• Readout: Dual Slope integration with 
integration time of 40μs  
—> noise ~ 1.6e- 

• low leakage current:  
~10 e

-
 / mm

2
 / day

Amplifier reset 
(introduces noise 
charge)

Summing well 
(add signal charge)

5 Sensitivity and source follower noise 

The sensitivity of the output stage is ~3 µV/e for operation of the output transistor 

at Ids= 900 µA and Vds=5V. A typical noise voltage spectrum is shown in Figure 4. 

A good approximation is 1 !V at 1 Hz for 1/f noise and 15 nV/"Hz for white noise.  

The output impedance is approximately 4 k!. 

 

Figure 4   Input-referred noise versus frequency for the output transistor measured at four 
different temperatures. 

 

6 Binning 

The serial register can accommodate charge from three binned parallel pixels.  
The summing well can accommodate charge from three binned serial pixels, or 
up to nine unbinned parallel pixels.  

7 Clocking 

7.1 Parallel clocking 

Figure 5 shows a parallel clocking sequence.  Charge accumulation occurs in the 
low voltage phase of the gates because the p-channel collects holes instead of 
electrons. 

Freq. Spectrum
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Energy calibration using X-rays
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• ionisation in Si 
- fluorescence line (down to 1keV) 
- LED (40eV - 80 eV) 
- Compton spectrum   
- Linearity <5%

Compton:arXiv:1706.06053 Phys.Rev. D96 (2017) no.4, 042002 
NR: IOP  June 2017 Vol 12 P06014; Phys. Rev. D 94, 082007,

2

CCD Lead shielding

3He counter

Source

Vacuum chamber

a) Cross-section of setup

BeO part A

BeO part B
BeO part C

TableTable

Activated 
antimony 

rod

b) 124Sb-9Be source detail

20 cm

2.75 cm

FIG. 1. a) Cross section of the experimental setup at the University of Chicago. A sample position of the 3He counter used
to validate the simulation of the neutron flux outside the lead shield is shown. b) Cross section of the photoneutron source
assembly. Materials other than BeO were also used to characterize the �-ray background and validate the simulation of the
neutron production in the source (see text).

The detector is an 8Mpixel CCD (pixel size
15⇥15µm2) with an active area of 18.8 cm2, a thickness
of 500µm and a mass of 2.2 g. The CCD was installed
in a stainless-steel vacuum chamber (10�6 mbar) and
cooled to the nominal operating temperature of 130K.
The voltage biases, clocks and video signals required for
the CCD operation were serviced by a Kapton flex cable
wire bonded to the CCD. A bias of 128±1V was applied
across the silicon substrate to fully deplete the substrate
and minimize di↵usion of charge carriers. There are no
regions of partial or incomplete charge collection that
may hinder the energy response of the device [1, 9]. The
CCD was controlled and read out by commercial CCD
electronics (Astronomical Research Cameras, Inc.). The
pixel noise achieved with this system was 1.80±0.07 e�,
equivalent to 6.8±0.3 eV

ee

(on average, 3.8 eV
ee

are re-
quired to produce a free charge carrier in silicon [12]).

The CCD is also sensitive to ionizing electrons pro-
duced by Compton scattering of � rays from the 124Sb
source. The intense flux of � rays was suppressed to a
level similar to that of environmental radiation by plac-
ing 20 cm of lead between the source and the detector.
Due to the large mass of the Pb nucleus and its small
neutron capture cross section, the neutron flux was min-
imally attenuated by the lead shield, which acted mostly
as a neutron radiator.

A dedicated measurement of the neutron flux was per-
formed with an auxiliary 3He counter (model LND-252)
deployed in several positions around the lead shield and
the CCD vacuum chamber. The 3He counter was sur-
rounded by 2.5 cm of polyethylene to moderate fast neu-
trons, and by a 0.6-mm-thick cadmium layer to stop ther-
mal neutrons. The typical uncertainty on the measure-
ment of the neutron flux with this 3He counter was ⇠5%.
A diagram of the experimental setup, including a sample
position of the 3He counter and details of the photoneu-
tron source, is shown in Fig. 1.

III. DATA SETS

A total of 13268 images were acquired for this measure-
ment between January and July, 2015. Data quality was
excellent, with more than 99.5% of the images deemed
appropriate for analysis. The image exposure time was
972.17±0.08 s. A large portion of the data was taken with
the full BeO target (parts A, B and C in Fig. 1 made of
92, 30 and 14 g of BeO, respectively), which provided the
highest neutron rate. Background �-ray data were taken
by replacing all the BeO target parts with geometrically
identical pieces made of aluminum (Al), which has a sim-
ilar �-ray attenuation as BeO but a much higher photo-
production threshold, e↵ectively turning o↵ the neutron
flux. Another data set with statistics equivalent to the
full BeO target was taken with part B made of alumina
(Al

2

O
3

) and the other parts of BeO.
Additional data were acquired with part A made of

Al and part B made of BeO, and vice versa. A num-
ber of images were taken with part A removed and a
polyethylene capsule placed around the source to moder-
ate the neutron spectrum. Data were also acquired with
the source moved ±3.4 cm laterally within its lead shield.
These additional data sets were used for crosschecks and
systematic studies.

IV. IMAGE PROCESSING AND EVENT
RECONSTRUCTION

CCD data are two-dimensional images, where the pixel
analog-to-digital converter (ADC) value is proportional
to the number of charge carriers collected in the pixel.
The charge from a single, pointlike ionization event may
be spread over multiple adjacent pixels, due to the ther-
mal di↵usion of the carriers as they drift across the sil-
icon substrate. The corresponding distribution over the
pixel array is a two-dimensional (2D) Gaussian, with
variance (�2

xy

) proportional to the carrier transit time,

]
nr
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10
Dougherty (1992)

Gerbier et al. (1990)

Zecher et al. (1990)

Be (2016)9Sb-124

Antonella (2017)

Lindhard, k=0.15

• Nuclear recoil:  
-Quenching  factor measured 
in Si down to 60eVee  
- Deviation from Lindard model

17



Radioactive background discrimination

210Pb (T1/2= 22.3 y, β) ➔  210Bi (T1/2=5.0 days, β) ➔  210Po (T1/2= 138 days, α)

𝚫t = 4 days 𝚫t = 10 days

32Si (T1/2= 150 y, β) ➔ 32P (T1/2= 14 days, β)

Pb210 Candidate

Si32 Candidate

Depth information

diffusion limited hits

z

pi
xe
l

xdiffusion limited hits

x

y

σ

Piercing muon 

Bottom

Top
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DAMIC at SNOLAB: 2012 - now
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DAMIC at SNOLAB
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DAMIC @Snolab (installed Dec12)

DAMIC

Snolab
J an13 J un13 J an14 Aug14 Dec14

outages outages

Sep13

v1 pkg v2 pkg v3 pkg Pb shield upgrade v4 pkg

Installed at Snolab: 2km of norite overburden ! 6000m water

equivalent

10 / 34

• In a (active) mine 2km (6000m.w.e.) below surface (1μ / m2 / 3 days)  
https://www.youtube.com/watch?v=sZPLcv-ASwc 

• Many improvements over the years in background mitigation

CCDs calibration damic@Snolab 2014 reanalysis 2015 campaign new results damic100 Summary BACK UP

2015 campaign: tracking backgrounds

In production mode

Converged on package design and materials

10 detectors tested and ready for deployment

Will commission during April 2015

13 / 34
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blank (taken after 
exposure)

exposure

• Very long exposures (8 hours!) to 
minimize the n. of noise pixels  
above the energy threshold

4)  Unprecedented low energy threshold

    
• Lower threshold, higher WIMP 

recoil rate (exponential),  
• small mass detector competitive   

• Negligible noise contribution from dark current fluctuations  (dark current < 0.001 e/
pixel/day with CCD cooled at 120 K).  Readout noise dominant contribution.

• A readout noise of ≈ 2 e- is 
achieved by slow CCD readout 
(≈ 10 min / 16 Mpix image).

3.6 eV to produce 1 e-hole pair 

1.2 eV band gap

SNOLAB data

surface 
1 minute 

2km deep 
8 hours



DAMIC detector
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DAMIC DETECTOR

13

Copper 
module

Kapton 
signal cable

Poly- 
ethylene

Lead

J. Zhou

VIB

Lead block

Cu box 
with CCDs

Kapton 
signal cable

Cu vacuum 
vessel

International	Cosmic	Ray	Conference	(ICRC)	2019	– DAMIC@SNOLAB	– Daniel	Baxter

DAMIC	at	SNOLAB

5

7 CCDs ~ 40g T~140K



WIMP search

• 1x100 binning (15 x1500um pixels) 

• Data set of 864x7 images (8h or 24h exposure) 

• Low radon && Low leakage current && quality cuts 

• ~11 kg.day  
(previous publication 0.6 kg.day: 
arXiv:1607.07410 Phys. Rev. D 94, 082006 (2016))

22

• Geant4 Simulation of the radioactive 
contaminations 

• Build a background model in a test region 

• Search for low energy deposition  
(~50ev - 20keV) 

• Compare  data / model in region of interest —> 
Discovery (or limits…)

International	Cosmic	Ray	Conference	(ICRC)	2019	– DAMIC@SNOLAB	– Daniel	Baxter

DAMIC	at	SNOLAB

5

2017 2018 2019

69

Analysis steps
Data set

69
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Background model
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11.8	dru total	
(mostly	surface)

8

preliminary…

• This	gives	us	50	templates	in	
energy-sigma	for	each	detector	
part	+ decay	chain
• …which	we	fit	against	the	data	
above	6	keV
• This	implicitly	assumes	that	we	
have	no	DM	signal	above	6	keV
(DM	mass	>	10	GeV)

• Each	component	is	allowed	to	
float	within	the	uncertainty	of	
the	respective	assay

• We	use	the	fit	above	6	keV to	
give	us	a	background	model	for	
our	ROI	(below	6	keV)…

Background	Modeling
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(a) Modules (b) Image of the top layer

Figure 34: Caption

14.1.2 Focus on the CCDs geometry703

DAMIC CCDs in the simulation, fig 34a are 64.36 ⇥ 63.99mm2and 675µm (Previously: 61.74 ⇥ 62.22mm2

704

). The CCD is not entirely sensitive to energy deposition. There are non sensitive parts in the CCD:705

• Top dead layer : 2µm at the top of the CCDs. In reality the layer thickness fluctuates34b.706

• Bot dead layer : 6µm at the bottom of the CCDs707

• Side parts708

The total sensitive part of each CCDs is 61.74⇥61.92mm2and 669µm. The sensitive part is set as a Sensitive709

Detector in Geant4, thus it can retrieve information about the di↵erent steps occurring inside of it.710

The top dead layer is composed by 3 di↵erent parts (top to bottom)[12][3]:711

• Gate Electrodes: 1.6µm thick, made of Silicon Dioxide SiO
2

712

• Polysilicon: 0.3µm thick, made of Silicon713

• Gate Dielectric 0.1µm thick, made of Silicon Nitride Si
3

O
4

714

The bottom dead layer is 6µm thick in the simulation. It is composed by 8 di↵erent parts (top to bottom)715

[12][3]:716

• Gettering Layer: 4µm thick, made of Silicon717

• Nitride Layer: 0.1µm thick, made of Silicon Nitride Si
3

O
4

718

• 3 Silicon Layers: 0.4µm thick, made of Silicon719

• 3 Silicon Dioxide Layers: 0.3µm thick, made of Silicon Dioxide SiO
2

720

It is important to note that there might be some recombination occurring a region <1µm between the721

gettering layer and the active region. Thus there might be a small number of events where only a fraction722

of the charge is drifted across the active region. These events are not included in the simulation.723

To get more information about the real CCD production, you can find some information on the paper from724

Steven Holland [12] and the CCD patent [3]. Could be important: something to think about725

36
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DAMIC at SNOLAB Diffusion.

DAMIC at SNOLAB Diffusion Model

Modeling	Diffusion
• We	calibrate	depth	(diffusion)	

using	events	at	the	back	of	the	

CCD	and	muons	passing	through

10

preliminary…

preliminary…

• We	randomly	sample	our	background	model	(in	

E-z)…

• …apply	our	diffusion	model	to	fake	events…

• …paste	onto	blank	images	to	account	for	read-

out	noise…

• …and	output	a	background	model	in	observed	

variables	energy-sigma	

Si	fluoresence
back	surface

22Na

Monte	Carlo

Figure 33: Simulation of the copper box and the di↵erent modules

14.1.1 Descriptions of the volumes684

The DAMIC at SNOLAB geometry is made of 190 volumes, 74 of them unique. We coded the di↵erent parts685

of the geometry based on the draft approved by Greg Derylo from Fermi Lab.686

The one significant di↵erence between simulation and the actual detector is the polyethylene shielding, which687

is not simulated. The polyethylene shielding is 42cm thick and separated from the CCDs by the Lead shield-688

ing, the vessel, and the copper box. Thus the e↵ect of the polystyrene radioactivity is very low, and we will689

not be sensitive to it.690

TODO: Give some number from work in the internship look at the note produced and also691

work from Diego.692

693

We can split the DAMIC geometry in 6 di↵erent parts (materials order by concentration):694

• Outer lead shielding: 21cm thick and surrounding the vessel. Materials: Lead and Nitrogen(surrounding695

the lead) (fig 32)696

• Vessel. Materials: Copper (fig 32)697

• Inner lead shielding: located inside the vessel at the top and bottom of it. Materials: Lead, Copper,698

Stainless-Steel699

• Copper box and the lead inside of it (fig 33)700

• Modules(screws included) and the kapton cables. Materials: Copper, Kapton, Silicon (fig 33)701

• CCDs: Silicon702

35

Background model production
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11.8	dru total	
(mostly	surface)

8

preliminary…

• This	gives	us	50	templates	in	
energy-sigma	for	each	detector	
part	+ decay	chain
• …which	we	fit	against	the	data	
above	6	keV
• This	implicitly	assumes	that	we	
have	no	DM	signal	above	6	keV
(DM	mass	>	10	GeV)

• Each	component	is	allowed	to	
float	within	the	uncertainty	of	
the	respective	assay

• We	use	the	fit	above	6	keV to	
give	us	a	background	model	for	
our	ROI	(below	6	keV)…

Background	Modeling
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Energy (keV) 20

Depth proxy

GEANT4 Simulation of 
relevant decay chains in each 
piece of the detector 

1 2D fit in the plane Energy-Depth  
at E > 6keV (constrained with assay 
value)

2

Background Model in ROI3
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Sensitivity to WIMP with 11kg.day
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Projections	for	nucleon	coupling

11

• We	then	randomly	
sample	this	background	
model	many	times
• and	see	what	limit	we	
would	get	with	the	fake	
data	(containing	no	
WIMP	signal)
• to	determine	the	
expected	sensitivity	of	
DAMIC@SNOLAB



Light dark matter - DM-e scattering

• Light dark matter (keV- GeV) appear in hidden sector scenarios 

• elastic scattering with e- or absorption of dark photon  
—> Deposited energy large enough to directly ionise atom  
(in crystal excite from valence to conduction band)

25

Privitera Part B2 DAMIC-M 
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Hidden sector DM. Going beyond the WIMP paradigm is another approach now 
actively pursued by the international community [27]. In particular, DM particles 
arising from a hidden-sector (also called dark sector) appear as viable candidates 
that may have escaped so far detection. Hidden-sector particles have their own set 
of interaction forces and thus do not couple directly with (are “hidden” from) 
ordinary matter. Interaction with Standard Model particles may happen as 
illustrated in Fig. 1, where the mixing of a dark photon A’ with an ordinary photon 
opens a portal for weak coupling of the hidden-sector with ordinary matter. In 
addition to acting as a mediator, the dark photon could be itself a DM particle [28]. 
Hidden-sector particles could then, similarly to WIMPs, play a crucial role in the 
thermal history of the universe and be a dominant component of DM. The 
phenomenology of hidden-sector DM particles results in a much larger unexplored 
parameter space than that of WIMPs, in particular for DM masses mχ << GeV. The 
nuclear recoil induced by these light DM particles in a detector is so feeble to 
become undetectable. However, energy transfer in the elastic scattering with electrons is much more efficient 
[29], allowing direct detection experiments to probe down to mχ ≈ MeV.  Also, absorption of dark photon 
DM results in ionization for mA’ as low as ≈ eV. The current experimental limits on DM-electron scattering 
cross section as a function of mχ are shown in Fig. 2.a-b for two benchmark hidden-sector scenarios with DM 
scattering through a heavy or light A’. Also shown are theoretical expectations when assuming that the entire 
DM density observed today is accounted for by the hidden-sector DM. Notably, a large area of the parameter 
space is still unexplored. Current limits on dark photon DM are shown in Fig. 3.a. 

Experimental challenges. Independently of these theoretical motivations, it is important to recognize that 
current experiments have limited sensitivity to DM-electron interactions, and a light DM particle may have 
well escaped detection. Most of the interactions result in the production of few charges [29], requiring the 
detector to be able to resolve individual electrons. In addition, the detector’s dark current – from thermal 
excitation, or from charge released by traps in the surface and bulk of the detector material or produced by 
ionizing background particles – must be extremely low for a signal to be recognizable. These are very 
stringent and difficult to meet constraints. The best limits with the noble liquid technique have been placed 
by XENON10 [30], but the results are limited by background-induced dark current and were not improved 
with the tenfold increase in mass of XENON100 (Figs. 2.a and 3.a). Cryogenic crystals are not sensitive to a 
single electron since the corresponding phonon energy (from the recombination of the electron-hole pair) is 
equal to the band gap (≈ eV), well below the detection threshold. SuperCDMS may achieve single electron 
sensitivity by operating in high-voltage mode, where the electron and hole drift under the external electric 
field producing additional phonons; however, the required improvements in phonon resolution and leakage 
current have not been demonstrated as of today.  

 
Figure 2. a) DM-electron cross section vs mχ for a heavy A’ mediator (mA’ >> keV). Shaded areas are excluded by current 
experiments. Orange lines are theoretical expectations assuming that χ constitutes all of DM (the scalar and fermion labels refer to 
the possible particle nature of χ). DAMIC-M 90% C.L. sensitivity is shown as a purple line; b) same as a) for a light A’ mediator 
(mA’ << keV). In this case, the very weakly coupled χ does not reach thermal equilibrium and its relic abundance comes from a 
“freeze-in”. 

Figure 1. DM scattering 
through a dark photon 
mediator. 

b)
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Constraints on Light Dark Matter Particles Interacting with Electrons from DAMIC
at SNOLAB
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We report direct-detection constraints on light dark matter particles interacting with electrons.
The results are based on a method that exploits the extremely low levels of leakage current of the
DAMIC detector at SNOLAB of 2–6⇥10�22 Acm�2. We evaluate the charge distribution of pixels
that collect < 10 e� for contributions beyond the leakage current that may be attributed to dark
matter interactions. Constraints are placed on so-far unexplored parameter space for dark matter
masses between 0.6 and 100 MeV c�2. We also present new constraints on hidden-photon dark
matter with masses in the range 1.2–30 eV c�2.

There is overwhelming astrophysical and cosmological
evidence for Dark Matter (DM) as a major constituent
of the universe. Still, its nature remains elusive. The
compelling Weakly Interacting Massive Particle (WIMP)
dark matter paradigm [1] — implying DM is made of
hitherto unknown particles with mass in the GeV–TeV
scale — has been intensely scrutinized during the last
two decades by detectors up to the tonne-scale look-
ing for nuclear recoils induced by coherent scattering of
WIMPs. Despite the impressive improvements in sensi-
tivity, notably by noble liquid experiments [2], WIMPs
have so far escaped detection. Other viable candidates
include DM particles from a hidden-sector [3], which
couple weakly with ordinary matter through, for exam-
ple, mixing of a hidden-photon with an ordinary pho-
ton [4]. A phenomenological consequence is that hidden-
sector DM particles also interact with electrons, with suf-
ficiently large energy transfers to be detectable down to
DM masses of ⇡ MeV [5]. Also, eV-mass hidden-photon
DM particles can be probed through absorption by elec-
trons in detection targets [6].

⇤ Deceased January 2017

The DAMIC (Dark Matter in CCDs) experiment [7]
is well-suited for a sensitive search of this class of DM
candidates. DAMIC detects ionization events induced in
the bulk silicon of thick, fully depleted Charge Coupled
Devices (CCDs). By exploiting the charge resolution of
the CCDs (⇡ 2 e�) and their extremely low leakage cur-
rent (⇡ 4 e� mm�2 d�1), DAMIC has already placed con-
straints on hidden-photon DM with masses in the range
1.2–30 eV c

�2 [8] with data collected during the exper-
iment’s commissioning phase. In this Letter we apply
a similar approach to explore DM-e� interactions with
high-quality data from the DAMIC science run at the
SNOLAB underground laboratory. We also present im-
proved limits on hidden-photon DM particles.
To model DM-e�interactions we follow Ref. [9] where

the bound nature of the electrons and crystalline band
structure of the target are properly taken into account.
The di↵erential event rate in the detector for a DM mass
m

�

, with transferred energy E

e

, and momentum q is
parametrized as

dR

dE

e

/ �̄

e

Z
dq

q

2

⌘(m
�

, q, E

e

)|F
DM

(q)|2|f
c

(q, E
e

)|2 , (1)

where �̄

e

is a reference cross section for free electron
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• indefinite momentum and band structure—> need specific treatment  
see arxiv:1509.01598 (Essig et al) 

Simulation in DAMIC detector
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scattering, ⌘ includes properties of the incident flux of
galactic DM particles, F

DM

is the dark matter form fac-
tor, and the crystal form factor f

c

(q, E
e

) quantifies the
atomic transitions of bound-state electrons.

The DM form factor expresses the momentum-transfer
dependence of the interaction, generically introduced as
F

DM

= (↵m
e

)/qn {n = 0, 1, 2}. The n = 0 case corre-
sponds to point-like interactions with heavy mediators
or a magnetic dipole coupling, the n = 1 case to an
electric dipole coupling, and n = 2 to massless or ultra-
light mediators. The crystal form factor encodes target
material properties and is calculated numerically from a
density functional theory (DFT) approach, with results
taken from Ref. [9] for silicon.

The DAMIC detector has taken data at SNOLAB since
2017 with seven CCDs (4k ⇥ 4k-pixel, 15 ⇥ 15 µm2 pixel
size, 675 µm thick for 6.0 g mass each). The devices
are fully depleted and a drift field is maintained across
the CCD thickness by the application of 70 V to a thin
backside contact. The CCDs are operated at ⇡ 140 K
(stable to within 0.5 K) inside a copper vacuum vessel
maintained at ⇠10�6 mbar. The CCD tower is shielded
on all sides by at least 18 cm of lead, with the inner-
most 5 cm of ancient origin, and 42 cm of polyethylene
to stop background radiation from environmental � rays
and neutrons, respectively. Each CCD is read out seri-
ally by three-phase clocking, which first moves the charge
in pixels vertically (y-direction) into the serial register.
Then, single pixels are shifted horizontally (x-direction)
into the readout node, a charge to voltage amplifier lo-
cated at a corner of the device. A second readout node at
the opposite end of the serial register is also read out syn-
chronously, providing a correlated noise-only measure-
ment. An analog-to-digital converter (ADC) measures
the readout node voltage, giving a pixel value p in analog-
to-digital converter units (ADU) linearly proportional to
the number of charges in the pixel. The CCDs are indi-
vidually calibrated in-situ by a red LED, with conversion
constants ⌦ ⇡ 14.5 ADU/e�. The standard mode of data
taking consists of 8-hour long exposures followed by read-
out. “Blank” images with a much shorter 30 s exposure
are also taken immediately after each long exposure as
a systematic check of the device operation. Details of
device architecture, DAMIC infrastructure, calibration,
and image processing are given in Refs. [7, 8].

The search reported here was performed on a special
data set consisting of 38 exposures, each 1.16 days long,
collected in late 2017. This longer exposure time allows
for a more precise determination of the leakage current.
The data were acquired with 1⇥ 100 binning, a read-
out mode where the charges of 100 consecutive pixels
in a column are summed together before readout. The
binned pixel size is thus 15⇥ 1500 µm2. Since readout
noise is introduced each time the charge is measured,
a better signal-to-noise ratio in the measurement of the
charge collected over multiple pixels is achieved by bin-
ning. Hereafter, the term pixel will refer to a binned
pixel. Each image contains 4272⇥ 193 pixels, with a sub-

CCD 1
CCD 2
CCD 3
CCD 4
CCD 5
CCD 6
CCD 7

FIG. 1. Mean pixel ADU values, after the processing de-
scribed in the text, as a function of row in the CCD. The first
42 rows correspond to the active region of the CCD, while
rows � 43 correspond to the y overscan. The o↵set observed
in rows  42 is due to charge accumulated in the pixels.

set of 4116⇥ 42 pixels corresponding to the active area
of the CCD. The extra pixels, referred to as the x and y

overscans, do not contain any charge since they are the
result of clocking the CCD past the active region. Image
processing begins with subtraction of the constant o↵-
set (“pedestal”) present in each pixel introduced by the
electronics chain. The pedestal is estimated on a per-row
basis as the mean value of pixels in the x-overscan. To
exclude an instrumental increase in transient noise at the
boundaries of the CCDs, the analysis is restricted to 2500
columns in a central portion of the image. To remove
correlated readout noise, we subtract from every pixel
an appropriate linear combination of corresponding pixel
values in the noise images obtained from the aforemen-
tioned second readout node. The subtraction coe�cients
are calculated to minimize the variance of the pixel noise.
The resulting image noise is found to be �

pix

⇡ 1.6 e� as
reported in Table I.
Physical defects in the silicon lattice structure of the

CCDs often result in localized regions of high dark cur-
rent, generating hot pixels and columns recurring over
multiple images. A mask obtained from a statistical anal-
ysis of 864 images of the full-science data set (see details
of the methodology in Ref. [8]) is applied, resulting in
the removal of ⇡0.25% of pixels.
Clusters of pixels with signal larger than 8�

pix

are also
excluded so as to limit the analysis to leakage current.
To mitigate the e↵ect of charge trailing along rows from
charge transfer ine�ciency in the serial register, 200 pix-
els to the left of every cluster are masked along with 4
pixels to the right. One pixel above and below these clus-
ters is also masked to account for charge splitting across
rows due to di↵usion. This procedure removes ⇡ 2.0% of
pixels.

depends on interaction

crystal form factorDM flux parameters

reference X section

https://arxiv.org/pdf/1509.01598.pdf
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4

FIG. 2. Distribution of pixel values for the four CCDs selected
for this analysis. An example of best fit result for the leakage-
only model (no DM-e�) is given for CCD n. 1 (blue line); the
dashed red line is the expectation for a DM-e� model with �̄

e

= 1⇥ 10�33 cm2, m
�

= 10 MeV c�2and F
DM

= 1.

of charge di↵usion in the CCDs is included. In fact, a
point-like charge deposit in the silicon bulk of the CCD
may split over several pixels due to di↵usion of the ion-
ized charge as it drifts towards the pixel array. To de-
rive the e↵ective signal distribution, point-like charge de-
posits uniformly distributed across the depth z of the
CCD are simulated according to dR/dn

e

. The charges
are then distributed in the x-y pixel array following the
spatial variance �

2

xy

(z) from a di↵usion model derived
from data [7], and a distribution of charges collected by a
pixel is obtained. The procedure is repeated 1000 times
to obtain the numerical distribution for the DM signal
S(j | �̄

e

,m

�

). Examples of the DM model and leakage-
only expectations are shown in Fig. 2.

To constrain the DM signal, we implement a likelihood
analysis in (�̄

e

m

�

) space. For a fixed m

�

and for every
CCD i we minimize the negative log-likelihood LL

i

of
⇧(p), leaving �

tot

as a free parameter while �

pix

and µ

0

are constrained to within their uncertainty (Table I), and

report the total log-likelihood LL =
4X

i=1

LL
i

.

We find that non-zero values of �̄

e

are preferred for
DM masses above a few MeV c

�2. This is mostly due
to the presence of a few pixels with values > 6 �

pix

in
the positive tail of the p distribution (Fig. 2), consistent
with the higher charge multiplicity expected for larger
m

�

. However, the presence of a similar tail in the nega-
tive side of the p distribution and of similar features in
the blank images suggest a noise origin. In Table II, we
report the number of pixels found in the negative and
positive tails of the p distribution. The thresholds for
the tails were chosen appropriately to obtain an expec-
tation of two pixels from the fit with the leakage-only

model. There is evidence for an overall excess with com-
parable numbers on both sides of the distribution and
between blank and exposure images. We conclude that
the preference for non-zero values of �̄

e

in the fit is due to
an imperfect modeling of the extreme tails of the noise
distribution. Since we do not attempt to parametrize
these tails further, more conservative limits are placed
when the minimum of the total log-likelihood, LL

min

, is
found at a non-zero value of �̄

e

. For each m

�

we ob-
tain 90% C.L. constraints on �̄

e

using the test statistic
⇤ = 2(LL� LL

min

).

TABLE II. Number of pixels in the negative and positive tails
of the p distribution, chosen such that there is an expectation
of two pixels from the leakage-only fit.

CCD no. 1 3 4 5
(negative p tail) / (positive p tail)

Exposures 1 / 3 2 / 4 5 / 5 3 / 2
Blanks 3 / 5 4 / 1 2 / 1 2 / 3

The 90% C.L. constraints on the DM-e� cross section
from this analysis are compared in Fig. 3 to the current
best direct-detection limits in Refs. [18–20]. Other less-
sensitive limits are found in Ref. [24]. Note that for a
high enough DM-e� cross section the DM flux at SNO-
LAB would be drastically reduced by interactions in the
rock overburden [19]. However, this region has already
been excluded by experiments at shallower sites [19].
Several checks are performed to evaluate the robust-

ness of the results. A ±5% systematic uncertainty in the
linearity of the calibration constant ⌦ changes the limits
by ⌥20% for m

�

below few MeV c

�2. We modify the
ionization model by splitting the energy equally between
the e-h or assigning it entirely to one of them, with limits
changing by <10% for m

�

below few MeV c

�2. Lastly,
we perform the analysis with di↵erent central portions of
the CCD image, with limits changing by <10%.
Our previous constraints on hidden-photon dark mat-

ter [8] were obtained with a method analogous to the one
presented in this Letter. The lower leakage current � and
larger exposure of this data set result in more stringent
constraints. The corresponding 90% C.L. upper limits
on the hidden-photon kinetic mixing parameter  (also
known as ✏ in literature) as a function of the hidden-
photon mass m

V

are shown in Fig. 4.
In summary, we have established the best direct-

detection limits on dark matter-electron scattering in the
mass range of 0.6 MeV c

�2 to 6 MeV c

�2 by exploiting
the excellent charge resolution and extremely low leak-
age current of DAMIC CCDs. We also place the best
direct-detection constraints on hidden-photon dark mat-
ter in the mass range 1.2–9 eV c

�2. Further improve-
ments with the SNOLAB apparatus will be explored by
cooling the CCDs to 100 K and improving the light tight-
ness of the cryostat, which may sensibly reduce the leak-
age current. Improvements of several orders of magni-
tude are expected with DAMIC-M, a kg-size detector

5

FIG. 3. 90 % C.L upper limits on the DM-electron free scattering cross section �̄
e

as a function of DM mass m
�

for F
DM

/ q�n

(n = 0, 1, 2) obtained by DAMIC at SNOLAB (solid line). Current best limits from protoSENSEI at MINOS (dashed line)
[18, 19] and an analysis of the XENON10 data (dashed-dotted line) [20] are also shown for comparison.

FIG. 4. 90% C.L. constraints upper limits on the hidden-
photon DM kinetic mixing parameter  as a function of the
hidden-photon mass m

V

. Current best direct-detection lim-
its from protoSENSEI at MINOS [18], an analysis of the
XENON10 data [21], a dish antenna [22], and astrophysical
solar limits [21, 23] are also shown for comparison.

with sub-electron resolution to be installed at the Labo-
ratoire Souterrain de Modane in France [25].
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• Selection of images with the lowest leakage current (1-3 e- / mm2 / day) 

• Fit the pixel distribution with electronics, leakage current, signal components 

• extract limit on σe (for various interaction assomptions) 

—> Lowering the threshold to ~ 1 e- would change the game…
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4 BACKGROUND SOURCES AND REDUCTION TECHNIQUES
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Figure 3. Muon flux as function of depth in kilometres water equivalent (km w. e.)
for various underground laboratories hosting dark matter experiments. The e↵ective
depth is calculated using the parametrisation curve (thin line) from [162].

• Boulby Underground Laboratory [162] in UK

• Laboratori Nazionali del Gran Sasso (LNGS) [162] in Italy

• Laboratoire Souterrain de Modane (LSM) [167] in France

• Sanford Underground Research Facility (SURF) [162] in USA

• SNOLAB [162] in Canada

• Jin-Ping laboratory [168] in China

The flux of radiogenic neutrons can be reduced via material selection. Detector

materials with low uranium and thorium content give lower ↵- and spontaneous fission

rates. In addition, detector shielding can be used to reduce the external neutron flux

further. Often water or polyethylene layers are installed around the detector setup to

moderate the neutrons e↵ectively [169]. Active vetoes are designed to record interactions

of muons. The data acquired in the inner detector simultaneously to the muon event is

discarded in order to reduce the muon-induced neutron background. Plastic scintillator

plates are, for example, used for this purpose [161][170]. This can be improved further by

the use of water Cherenkov detectors [171][172] as they provide a higher muon tagging

e�ciency (full coverage), are e�cient in stopping neutrons and, for su�ciently large

thickness, the external gamma activity is also reduced. To tag directly the interactions

of neutrons, shielding using liquid scintillators can be used [173].

Finally, the analysis techniques described in the previous section can also be applied

to reduce the neutron background. The multiple scattering tagging is, for instance,

particularly e↵ective with growing size of targets. The fiducial volume selection can also

be used, however, it has a smaller e↵ect in the reduction of background for neutrons

than for gamma interactions because of the larger mean free path of neutrons.

20
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DAMIC-M in a nutshell

• Snolab —> Modane 

• mass: 40g —> 1kg  
more + larger CCDs 

• Background: 5 —> 0.1 d.r.u  
Very thorough component choice, 
gained experience  

• Threshold: 10e- —> 1e- 
Use of skipper CCD, integrated 
electronics

29

International	Cosmic	Ray	Conference	(ICRC)	2019	– DAMIC@SNOLAB	– Daniel	Baxter

Conclusions
• DAMIC	at	SNOLAB	continues	to	produce	excellent	
physics
• Expect	a	paper	on	sensitivity	to	dark	matter	electron	
coupling	within	a	few	weeks

• Expect	a	paper	on	sensitivity	to	dark	matter	nucleon	
coupling	within	a	few	months

• DAMIC-M	will	improve	on	this	by	orders	of	
magnitude	due	to	lower	backgrounds,	single	
electron	resolution,	and	much	larger	exposure

17

  Shielding: Poly and lead 
(innermost ancient lead) 

Cryostat with 
CCD tower
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Laboratoire Souterrain de Modane
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Italy France
Frejus Tunnel

DAMIC-M (1)

DAMIC-M (2) 



The precious ingot…
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1

2

3

4
Ingot production:  
TOPSIL Denmark

Travel to England
for Wafering

Now waiting
Boulby

Travel to Canada
for CCD fab.

The whole history of the CCD is controlled  
Cosmic ray and Radon are the ennemies !



Detector design

34

 CROC 
readout chip

 CROC pocket

electro formed 
copper at PNNL

• Design in fast progress 

• CCD packaging improved for shorter CR exposition 

• Choice of the cable (Kapton vs Coaxial) still under 
review 

CCD + frame + flex CCD tower
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WEN: FLOATINGGATE AMPLIFIER 411
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Fig. 1. FGA.

I p-Type Silicon 1/
X=o + X=’

W=0,9X1
G=O.2X.Z
+,=5v01ts
+;=15volt s
+3=5 volt s

Fig. 2. FGA model used in computer simula t ion .

voltages which are designa ted +1, +2’, and +8 are the
three clock lines normally associa ted with a three-phase
CCD. However , in th is st ructure theelect rode +2’ serves
an addit iona l purpose, i.e., it is a lso the bias elect rode
for the floa t ing gate. In opera t ion , the CCD can be oper -
a ted with the middle phase a t some dc level (the so-ca lled
24 phase opera t ion) [5], thus, the basis for th is simula-
t ion is rea list ic.
The st ructura l parameters of the floa t ing gate geom-

et ry are a lso indica ted in Fig. 2. Among these are the
tota l oxide th ickness (Y’), the floa t ing gate th ickness
(t ), the floa t ing ga te-to-bias elect rode spacing (d), and
the elect rode width (1). The cell is symmetr ica lly drawn
so tha t t ransla t iona lly per iodic boundary condit ions may
be applied a t x = O and x = L.
This computer program depends on two basic sub-

programs. Subprogram one employs numer ica l methods
to solve the two-dimensiona l Poision equat ion , subpro-
gram two in t roduces signal charges in to the FGA and
computes the dist r ibu t ion of these charges. After the sig-
na l charge has been in t roduced and it s dist r ibu t ion is
eva lua ted, subprogram one is again act iva ted to ca lcula te
the influence of th is charge on the potent ia l profile. Sub-
program two is then used to upda te the charge dist r ibu-

:~i
0 3 6 9 12 15 1s 21

DISTANCE X (urn)

Fig. 3. Computer genera t ed sur face poten t ia l and signa l-charge
dist r ibu t ion for O and 144 elect rons.

F ig. 4.
ga te

Bias
Electrcde Si02 ~,,,,~

Si Substrate

I

I 1 1 I ! ! t
-02 0 0.2“ 04 06 08 10 1

DISTANCE Y(pm), PERPENDICULAR TO SURFACE

2

Computer genera t ed poten t ia l profile shows the floa t ing-
poten t ia l in fluenced by the presence of signa l cha rge.

t ion based on the new potent ia l profile. The two sub-
programs thus work itera t ively unt il equilibr ium is
reached a t which t ime the program termina tes.
Fig. 3 depict s the computer genera ted sur face poten-

t ia l V, along the oxide-silicon in ter face and the equilib-
r ium signal charge dist r ibu t ion when 144 elect rons are
presen t (iV6 = 144). The sur face potent ia l for N, = O
is a lso shown for compar ison , The potent ia l profile in the
direct ion perpendicu la r to the in ter face is illust ra ted (not
to sca le) in Fig. 4. It can be seen tha t the floa t ing gate,
while t ru ly “floa t ing,” assumes a potent ia l VFG which
is determined by the bias elect rode voltage and the
amount of signal charge presen t . Some of the resu lt s of
the computer simula t ion are summar ized below.
1)

2)

3)

A ‘well behaved channel poten t ia l is obta ined so
tha t signal charge may be t ransfer red through the
FGA system.
The change in the floa t ing gate voltage is propor -
t iona l to the tota l number of elect rons under the
gate over severa l decades of charge.
In order to maximize the floa t ing gate sensit ivity,

412 IEEE JOURNAL OF SOLID-STATECIRCUITS,DECEMBER 1974

Gate Oxide

\ –ccDc-—MOS— )

Fig. 5. Cross-sect iona l view of the FGA shows the var ious ca-
pacitances in the system.

the following condit ions should be met :
a )

b)

c)

a light ly doped semiconductor should be
used with th ick oxide between the floa t ing
gate and the bias elect rode;
the floa t ing gate should be embedded close
to the subst ra te; and
the floa t ing gate area should be mini-
mized,

FGA S ensitivity Calcu lation

It is observed from the computer simula t ion tha t for a
considerable range of signal charge in the C(3D channel,
the floa t ing gate potent ia l changes linear ly with it . Hence,
in th is region , a simplified approach using linear capaci-
tors to model th is system is valid and appropr ia te. An
overa ll floa t ing gate capacitance may be defined and
evalua ted.
The cross-sect iona l view of the FGA is shown in Fig.

5. In th is figure, Cl is the capacitance between the sig-
na l elect rons and the floa t ing gate, C2 is the capacitance
between the floa t ing gate and the bias elect rode, C~ is
the deplet ion capacitance between the signal elect rons
and the subst ra te (ground), and C4 is the st ray capaci-
tance from the floa t ing gate to the channel stop (sub-
st ra te). The MOS transistor is represen ted by it s input
capacitance Ci. with it s va lue depending on the bias
condit ion of the circuit .
If a charge of ,AQ coulombs is placed under the floa t -

ing gate, the voltage it produces between the floa t ing
gate and ground is

AQ
AVFG = ~ (1)

where CpG is defined as the floa t ing, ga te capacitance
and is given by

In order to maximize the floa t ing gate sensit ivity, Cl
should be maximized while C3, C~, C,4, and CiD should
be minimized. These resu lt s a re consisten t with those
predicted by the computer simula t ion .

Noise S ources in the FGA

Since no reset t ing of the FGA is necessary, the lcTC
reset noise associa ted with convent iona l ga ted-charge

LllJ LJL-J

& (Slas E’ectrode)

SI02
+3 +t FG +3 +1

( WA 1 Gate
Oxide

1
Fig. 6. Layout of the FGA.

detectors [6] does not exist in the FGA. (The ga ted-
charge detector will be discussed br iefly in Sect ion IV. )
The dominant noise sources of the FGA are I/f noise
and thermal noise in the MOS channel. The magnitude
of these can be est imated by measur ing the noise spect ra l
density of an MOS transistor with the same geometry
and processing sequence as the FGA transistor . For a
noise bandwidth of 28 MHz, th is measurement predict s
an rms noise equiva lent signal (NES) of approximately
135 elect rons for the test st ructure which is descr ibed in
the next sect ion .

III. TEST STRUCTWR~DESIGiiT
The FGA test st ructure configura t ion is shown sche-

mat ica lly in Fig. 6. The floa t ing gate is posit ioned be-
tween two-phase lines of a three-phase st ructure. It is
fabr ica ted with doped polycrysta lline silicon in the same
fash ion as the normal @l, +,z, and +3 lines. The phase
lines are separa ted from each other by undoped poly -
crysta lline silicon [7], the floa t ing gate is sur rounded by
oxide on all sides. The bias elect rode which is shown as
a meta l ga te direct ly above the floa t ing, ga te, st raddles
the adj scen t phase lines. The advantages of th is ap-
proach are 1) it does not require any addit iona l process-
ing steps, and 2) a completely sea led CCD channel is
obta ined.
For convenience, the width of the floa t ing gate is

chosen to be 7 ,pm. The width of the phase lines is 10
pm with 7-@m gaps. The floa t ing gate extends about 30
pm beyond the CCD channel to the outpu t MOS tran-
sistor . The CCD channel is chosen to be 30-,pm wide for
a tota l floa t ing gate length of 60 pm. The gate oxide
th ickness is 0.15 pm; the separa t ion between the bias
elect rode and the floa t ing gate is 0,5 pm. The complete
FGA circuit is illust ra ted in Fig. 7. It can be seen tha t
two convent iona l (MOS transistors have been fabr ica ted
in addit ion to the floa t ing gate t ransistor to obta in a

Top view3D view • Replace floating diffusion 
amplifier with floating gate  
(Wen 1974) 

• Allows a non destructive 
charge reading 

• Kills white and 1/f noise 

• Successfully operated in 
2017  
(Tieffenberg et al  2017) 

• Now also operated by 
DAMIC-M teams !!! 

Floating gate amplifier

Comparison with regular CCD
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25 Non Destructive Charge Measurement 
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100 Non Destructive Charge Measurement 
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200 Non Destructive Charge Measurement 
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800 Non Destructive Charge Measurement 
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2500 Non Destructive Charge Measurement 
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DAMIC-M electronics
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• Current electronics is commercial is: 
- physically big 
- not easily customisable  
- ~ 20k per CCD…  
(I let you multiply by 50) 

• LPNHE (Paris) has experience in the 
CCD electronics  
- ASPIC chip in LSST  
- CABAC chip (designed for LSST but 
didn’t make it to the final detector) 
- CCD testing
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Clocking:
Charge transfer 

Amplifier sequence timing  
CABAC chip
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Clocking:
Charge transfer 

Amplifier sequence timing  
CABAC chip

Readout:
Amplification 

Dual slope integration 
CROC chip 

Mother board: ODILE
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Clocking:
Charge transfer 

Amplifier sequence timing  
CABAC chip

Readout:
Amplification 

Dual slope integration 
CROC chip 

ADC
Sample each charge meas. 

(16bits 1MS/s) 
or 

Oversample each charge 
meas. (18bits 15MS/s) 
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Clocking:
Charge transfer 

Amplifier sequence timing  
CABAC chip

Readout:
Amplification 

Dual slope integration 
CROC chip 

ADC
Sample each charge meas. 

(16bits 1MS/s) 
or 

Oversample each charge 
meas. (18bits 15MS/s) 

Mother board: ODILE



DAMIC-M electronics
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• A first version of the integrated electronics has operated successfully !!! 

• …it was with previously developed elements (readout chip and ADC) 

• New version will be operating in 2 months gurai 



DAMIC-M electronics
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• Very exciting phase where things come together ! Lot of work ahead ! 

• New version of the CROC, Fast ADC will also come next year

Odile (Mother Board)

ADC

CROC 4CABAC
ART FILM - CABBOT 

ART FILM - CABBOT 
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DAMIC-M timeline

2020 2021 2022 2023

R & D / optimisation
Construction Installation

• A low-background chamber (background 
level ≈ dru) is in preparation 

• Main objectives: 

- characterization of DAMIC-M CCDs in 
low-bkg environment: dark current; 32Si 
rate; 210Pb surface bkg; CCD packaging 

first science results with a few  CCDs 

50



Conclusions
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• CCD are innovative DM detector 

• DAMIC at Snolab ends its science data taking and will release result soon: 
background studies / WIMP search 

• DAMIC-M: 

• Major milestone: Ingot production, single electron resolution on large 
CCD 

• Many Progresses in: detector design, electronics, low background 

• in 2020: Clean room installation in LSM, CCD pre-production, installation 
of a test low background chamber



DAMIC-M Collaboration


