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This is how scientists see the world.
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Cosmic Rays
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Energetic particles injected from the universe.

Discovered by V. F. Hess (1912)
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Proton(90%), Helium(8%) or 
heavier nuclei (1%)

E > 1019 eV, ultra-high energy 
cosmic rays (UHECR) 

Landing at Bad saarow, Germany on 
Aug. 7th, 1912

Anniversary on Aug. 7th 2012
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Cosmic Ray Anniversary on Aug. 7th 2012



Physics Goal of UHECR Astrophysics
Origin and Nature of Ultra-High Energy 
Cosmic Rays (UHECRs) and Particle 
Interactions at the Highest Energies

How frequent?
What kind of particle? 
Where come from?
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Knee

Ankle

1 m-2 yr-1

1 km-2 yr-1

1 km-2 century-1  

E2.5 J(E)
How frequent?: Energy spectrum

Very infrequent, 
a large sensitive 
area needed

Larger energy 
than the largest 
accelerator 
(LHC)
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Galactic origin
Supernova remnants

Extragalactic origin?

low-energy break in IC 443 and 21s for that in
W44, when assuming a nested model with two
additional degrees of freedom.

To determine whether the spectral shape could
indeed be modeled with accelerated protons, we
fit the LAT spectral points with a p0-decay spec-
tral model, which was numerically calculated from
a parameterized energy distribution of relativistic
protons. Following previous studies (15, 16), the
parent proton spectrum as a function of momen-

tum p was parameterized by a smoothly broken
power law in the form of

dNp

dp
º p−s1 1þ p

pbr

! "s2 − s1
b

2

4

3

5
−b

ð1Þ

Best-fit parameters were searched using c2-
fitting to the flux points. Themeasured gamma-ray
spectra, in particular the low-energy parts, matched

the p0-decay model (Fig. 2). Parameters for the
underlying proton spectrum are s1 = 2.36 T
0.02, s2 = 3.1 T 0.1, and pbr = 239 T74GeV c−1 for
IC 443, and s1 = 2.36 T 0.05, s2 = 3.5 T 0.3, and
pbr = 22 GeV c−1 for W44 (statistical errors
only). In Fig. 3 we show the energy distribu-
tions of the high-energy protons derived from
the gamma-ray fits. The break pbr is at higher
energies and is unrelated to the low-energy pion-
decay bump seen in the gamma-ray spectrum.
If the interaction between a cosmic-ray precursor
(i.e., cosmic rays distributed in the shock upstream
on scales smaller than ~0.1R, where R is the SNR
radius) and adjacent molecular clouds were re-
sponsible for the bulk of the observed GeV gamma
rays, one would expect a much harder energy
spectrum at low energies (i.e., a smaller value for
the index s1), contrary to the Fermi observations.
Presumably, cosmic rays in the shock downstream
produce the observed gamma rays; the first index
s1 represents the shock acceleration index with
possible effects due to energy-dependent prop-
agation, and pbr may indicate the momentum
above which protons cannot be effectively con-
fined within the SNR shell. Note that pbr results in
the high-energy break in the gamma-ray spectra
at ~20 GeV and ~2 GeV for IC 443 and W44,
respectively.

The p0-decay gamma rays are likely emitted
through interactions between “crushed cloud” gas
and relativistic protons, both of which are highly
compressed by radiative shocks driven into mo-
lecular clouds that are overtaken by the blast
wave of the SNR (25). Filamentary structures of
synchrotron radiation seen in a high-resolution
radio continuum map of W44 (26) support this
picture. High-energy particles in the “crushed
cloud” can be explained by reacceleration of the
preexisting galactic cosmic rays (25) and/or fresh-
ly accelerated particles that have entered the
dense region (20). The mass of the shocked gas

Fig. 1. Gamma-ray count maps of the 20° × 20° fields around IC 443 (left) and W44 (right) in
the energy range 60 MeV to 2 GeV. Nearby gamma-ray sources are marked as crosses and squares.
Diamonds denote previously undetected sources. For sources indicated by crosses and diamonds,
the fluxes were left as free parameters in the analysis. Events were spatially binned in regions of
side length 0.1°, the color scale units represent the square root of count density, and the colors
have been clipped at 20 counts per pixel to make the galactic diffuse emission less prominent.
Given the spectra of the sources and the effective area of the LAT instrument, the bulk of the
photons seen in this plot have energies between 300 and 500 MeV. IC 443 is located in the
galactic anti-center region, where the background gamma-ray emission produced by the pool of
galactic cosmic rays interacting with interstellar gas is rather weak relative to the region around
W44. The two dominant sources in the IC 443 field are the Geminga pulsar (2FGL J0633.9+1746)
and the Crab (2FGL J0534.5+2201). For the W44 count map, W44 is the dominant source
(subdominant, however, to the galactic diffuse emission).
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Fig. 2. (A and B) Gamma-ray spectra of IC 443 (A) and W44 (B) as measured
with the Fermi LAT. Color-shaded areas bound by dashed lines denote the best-
fit broadband smooth broken power law (60 MeV to 2 GeV); gray-shaded bands
show systematic errors below 2 GeV due mainly to imperfect modeling of the
galactic diffuse emission. At the high-energy end, TeV spectral data points for IC
443 from MAGIC (29) and VERITAS (30) are shown. Solid lines denote the best-

fit pion-decay gamma-ray spectra, dashed lines denote the best-fit bremsstrah-
lung spectra, and dash-dotted lines denote the best-fit bremsstrahlung spectra
when including an ad hoc low-energy break at 300 MeV c−1 in the electron
spectrum. These fits were done to the Fermi LAT data alone (not taking the TeV
data points into account). Magenta stars denote measurements from the AGILE
satellite for these two SNRs, taken from (31) and (19), respectively.
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REPORTS

IC443

W44
γ : Lorentz factor of shock
Z : atomic number
B : magnetic field strength
R : size

Bottom-up model

Neutron stars, Active 
galactic nuclei, 
Gamma ray bursts, 
Radio galaxies, 
Galactic clusters

 Top-down model

Annihilation/decay of 
super heavy relic 
particles, Topological 
defect, Z-burst model

Acceleration Scenario toward 1020 eV
E2.5 J(E)
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Greisen-Zatsepin-Kuzmin (GZK) Cutoff
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Cosmic'Ray�

Cosmic'microwave'
background'radia5on'(CMBR)'� Earth�

Cosmic'Ray�

Interaction between UHE protons with energies above 1019.75 eV and CMBR via a 
pion production. Heaver nuclei also interact with CMBR via photo-disintegration.

Mean free path :  50-100 Mpc (Nearby sources, compared to the universe size)

Expect suppression of flux above 1019.7 eV. 

Planck 20131 pc = 3.26 l.y. ~ 3×1016 m
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How to detect very infrequent 
UHECRs?

= Extensive Air Shower (EAS)

Image credit: ASPERA/Novapix/L.Bret



How to observe Extensive Air Shower (EAS)

Xmax

13

Longitudinal Development

Lateral Density Distribution
CORSIKA software https://web.ikp.kit.edu/corsika/movies

Surface detector 
array (SD)

duty cycle: 100%

Fluorescence 
detector (FD)

duty cycle: 15%

https://web.ikp.kit.edu/corsika/movies
https://web.ikp.kit.edu/corsika/movies


History of Fluorescence Technique
✦ In 1958, proposal of fluorescence technique (Suga, 

Oda＠Norikura symposium)

✦ Many photomultiplier tubes on the focal plane 
of Fresnel lens/mirror to observe fluorescence 
light.

✦ Observe longitudinal profile including Xmax to 
be sensitive to the mass composition of cosmic 
ray.

✦ In 1969, first detection of fluorescence 
light by TOKYO-1 (Tanahashi et al. 
@Doudaira Observatory, Japan)
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Fresnel lens + PMTs



First Detection of Shower by Fluorescence Technique
✦ Long signal duration and the 

similar amount of light (No. 
12)

✦ The event is consistent with the 
fluorescence-dominated shower 
with 5×1018 eV, 680 g/cm2  (B. 
Dawson, arXiv:1112.5686).

✦ In the upgrade detector of 
TOKYO-3, the 4 m2  lens was 
unfortunately UV protected 
one.

✦ Fly’s Eye experiment, 
Telescope Array experiment, 
Pierre Auger Observatory 
established fluorescence 
technique and reported physics 
results. 15
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emitted along the beam axis, and the calibration procedure
of relative spectrograph sensitivity (cf. Section 3.4) derived
calibration factors from measurements with the calibration
lamp placed in different positions along the beam axis. If
calibration factors obtained only from a measurement with
the calibration lamp placed at the optics center are used,
the relative fluorescence band intensities changed by at
most 3%. Half of this shift was conservatively taken as
an estimate of the associated systematic uncertainty.

Several checks were performed. The linearity of the fluo-
rescence emission with beam currents from 0.2 to 14 lA
was verified. Possible systematic effects due to the beam
position were investigated. The fluorescence spectrum was
measured with the beam moved ±1 cm in the directions
transverse to the nominal beam axis. No difference beyond

the statistical uncertainty in the relative intensities of the
fluorescence bands was found. Several models for back-
ground evaluation were tested, which always resulted in
changes of the relative band intensities within the quoted
uncertainties. A measurement of the fluorescence spectrum
in pure nitrogen gas was performed, which showed that all
the observed bands in the air fluorescence spectrum are
associated with nitrogen excitation.

In order to assess the relevance of argon on air fluores-
cence, the fluorescence spectrum emitted by a 79% N2–21%
O2 gas mixture was measured at the same pressure and
temperature conditions as the mixture with argon. Fig. 5
shows the correlation of the relative intensities of the 34
fluorescence bands measured with the 79% N2–21% O2

and the 78% N2–21% O2–1% Ar mixture. A linear fit
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Fig. 4. Measured fluorescence spectrum in dry air at 800 hPa and 293 K.

Table 1
Measured fluorescence band intensities in dry air at 800 hPa pressure and 293 K temperature

k (nm) k interval (nm) Ik (%) k (nm) k interval (nm) Ik (%)

296.2 292.5–297.0 5.16 ± 0.29 366.1 363.2–366.4 1.13 ± 0.08
297.7 297.0–299.6 2.77 ± 0.13 367.2 366.4–367.5 0.54 ± 0.04
302.0 301.5–303.3 0.41 ± 0.06 371.1 367.6–371.7 4.97 ± 0.22
308.0 306.8–309.3 1.44 ± 0.10 375.6 371.7–376.3 17.87 ± 0.63
311.7 309.3–312.3 7.24 ± 0.27 380.5 376.3–381.4 27.2 ± 1.0
313.6 312.3–314.1 11.05 ± 0.41 385.8 383.0–386.0 0.50 ± 0.08
315.9 314.1–316.7 39.3 ± 1.4 387.7 386.0–388.0 1.17 ± 0.06
317.6 317.0–318.4 0.46 ± 0.06 388.5 388.0–388.7 0.83 ± 0.04
326.8 325.6–327.1 0.80 ± 0.08 391.4 388.7–392.1 28.0 ± 1.0
328.5 327.1–329.0 3.80 ± 0.14 394.3 392.1–394.9 3.36 ± 0.15
330.9 329.0–331.3 2.15 ± 0.12 399.8 394.9–400.5 8.38 ± 0.29
333.9 331.3–334.3 4.02 ± 0.18 405.0 400.5–406.6 8.07 ± 0.29
337.1 334.3–338.4 100.00 414.1 412.5–414.4 0.49 ± 0.07
346.3 344.2–347.2 1.74 ± 0.11 420.0 416.6–420.6 1.75 ± 0.10
350.0 347.2–350.6 2.79 ± 0.11 423.6 420.7–424.0 1.04 ± 0.11
353.7 350.6–354.4 21.35 ± 0.76 427.0 424.0–427.4 7.08 ± 0.28
357.7 354.4–359.9 67.4 ± 2.4 427.8 427.4–428.6 4.94 ± 0.19

The intensity of the 337 nm band was used for normalization. The wavelength intervals used for the signal integration are also reported.

M. Ave et al. / Astroparticle Physics 28 (2007) 41–57 47

3

Figure 2: Timing fits for the event. We have assumed a vertical shower-detector plane and timing
uncertainty of 0.05µs for each point. The top left figure shows the best fit for t

0

, Rp and �
0

. The
remaining plots show results when �

0

is fixed as indicated, and a fit is done for t
0

and Rp. The short
track length of the event precludes a unique reconstruction of the shower axis.

5

Figure 3: Light flux at the telescope for a 5 ⇥ 1018eV, X
max

= 680 g/cm2 shower for various axis
geometries allowed by the timing fit. The x-axis represents the zenith angle of the light spot, given
the assumption of a vertical SDP. Blue lines indicate total light flux, and red lines show the contribution
from direct Cherenkov light. The shape and intensity of the light profile is a strong function of the
event geometry. The flatter light profiles in the first four panels are a better match to the observed
light profile.

Candidates observed by TOKYO-1 (1969)

Re-analysis by B. Dawson et al. (2011)

Fluorescence 
dominated

Airfly (2007)
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Largest cosmic ray detector in the Northern hemisphere 
~ 700 km2 at Utah, USA
Fluorescence detector + Surface detector array

PMT

16×16
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Fluorescence Detector at BRM and LR stations
Spherical segment mirror (6.8 m2) + 256 Photomultiplier 
tube(PMTs)/camera, 12 newly designed telescopes

Surface Detector Array
507 Scintillator, 1.2 km spacing

Fluorescence detector  
at MD station
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from HiRes experiment,
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256 PMTs/camera,
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Telescope Array Experiment (TA)
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Pierre Auger Observatory (Auger)
The world’s largest UHECR observatory 3000 km2

(2004 - ) completed in 2008

Surface Detector (SD)
Water Cherenkov Tank
1.5 km spacing, 1600 
stations

The Pierre Auger Observatory 13

(a) (b)

Figure 3.2: (a) Schematic depiction of a surface detector station [28]; (b) a surface
detector station deployed in the field.

tubes (PMTs) are optically coupled to the water and symmetrically positioned on
top of the tank with a distance of 1.2m between each other. Each detector is de-
vised to work completely stand-alone, thus, every tank is equipped with a battery
box and a solar power system providing the 10W average power required for the
tank electronics [29]. A GPS (Global Positioning System) unit is installed at each
tank as a basis for time synchronization between the detector and the Central Data
Acquisition System (CDAS) as well as for providing precise information about the
tank’s position. The communication between the detector and the CDAS is achieved
wirelessly via one of the four communication beacons located near the FD sites at
the perimeter of the array.

To detect charged particles from extensive air showers, the Cherenkov e↵ect is ex-
ploited [30]. When the velocity of a charged particle traversing a medium is greater
than the speed of light in this medium, Cherenkov light is emitted by this particle in
a cone along its trajectory. The Cherenkov light produced in the tank by secondary
particles from extensive air showers, mostly muons and electrons, is detected by the
PMTs mounted on top of the tank and converted into a current pulse. To increase
the amount of Cherenkov light collected, a reflective layer of high-density polyethy-
lene fabric covers the inside of the tank. The signals from the PMTs are read out
and digitized by Flash Analog-to-Digital Converters (FADCs) at a rate of 40 million
samples per second. The PMT signal traces recorded by the FADCs are stored for
10 s so they can be sent to the CDAS on demand [29].

Since the detector stations are designed to work completely independent of each
other, they are able to calibrate themselves using muon signals [29]. To perform the
calibration, the measured spectrum is compared to the known energy distribution of

4 

Pierre Auger Observatory 

Xth Rencontres du Vietnam, Quy Nhon August 2014 

Fluorescence Detector (FD)
3.4 m spherical mirror, 440 PMT, 30° × 30° FOV
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Detector response simulation with 
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Fig. 14. Energy spectrum compared with results reported by IceTop-73 [36] , KASCADE-Grande [37] , HiRes [27] , Auger [38] and other detectors within TA [8,39] . 
and PMT pointing directions are estimated as 4%. By adding these 
detector-calibration uncertainties in quadrature, the total uncer- 
tainty attributed to the uncertainties on the detector calibrations 
is estimated to be 10%. 

Since the missing energy is corrected assuming the proton frac- 
tion measured by the HiRes and HiRes/MIA experiments in our re- 
construction, this systematic uncertainty is evaluated as 4%. Com- 
pared with results by an independently developed analysis, we 
confirmed the effect on the energy scale is less than 8% in the rel- 
evant energy range [35] . The total uncertainty on reconstruction is 
estimated as 9% by quadratic sum of those two components. 

Adding all of the aforementioned uncertainties in quadrature, 
we conclude that the total systematic uncertainty on the energy 
scale is 21%. When considering the power-law energy dependence 
of the spectrum, a 21% uncertainty on energy scale turns into a 
35% uncertainty on the measurement of UHECR flux. 

We can compare the obtained energy spectrum with other 
spectrum measurements reported by IceTop-73 [36] , KASCADE- 
Grande [37] , HiRes [27] , the Pierre Auger Observatory [38] and 
other detectors within TA [8,39] . As seen in Fig. 14 , our energy 
spectrum is in agreement with results reported from IceTop-73 and 
KASCADE-Grande within the systematic uncertainty. As shown in 
the high energy range, the structure of the spectrum is in good 
agreement with the spectra reported using the TA surface detector 
and by HiRes-II. Although the Auger spectrum is shifted 9% lower 
in energy scale than our spectrum, it is also consistent within the 
systematic uncertainty on the energy scale. 

In the case where we adopt the fluorescence yield reported by 
the AirFly experiment [40,41] which is used by the Auger exper- 
iment, the TA energy scale goes down by 14%. Therefore, the TA 
energy scale would be change to be 5% lower than the Auger if 
we use the same fluroescence yield. This is within the systematic 
uncertainty. 
7. Conclusions 

We have measured the cosmic-ray energy spectrum covering 
three orders of magnitude at energies above 10 17.2 eV using the 
monocular analysis of data taken during the first seven years of 
operation by the fluorescence detectors of the Telescope Array ex- 
periment. The obtained spectrum has an overall broken-power- 
law structure, with an obvious spectral-index break at an energy 

of log 10 (E ankle / eV ) = 18 . 62 ± 0 . 04 , corresponding to the ankle. The 
structure is in good agreement with the spectra reported using the 
TA surface detectors and by HiRes-II. 
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Appendix. Spectrum data 

The energy spectrum measured by the BRM and LR stations 
is listed in Table 3 . The number of events in each energy bin 
is also indicated. The total systematic uncertainties are calculated 
by uncertainties of the mass composition and the energy scale in 
quadrature. 
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Figure 1: UHECR event observed by the fluorescence detector. The top figure shows the PMT

pointing directions and the brightness of signal (point size) and timing (point color). The

bottom figure shows a sum of selected PMT waveforms as a function of slant depth (black

plot), compared with the reconstructed result by the inverse Monte Carlo reconstruction

(histograms). The inverse Monte Carlo method can reproduce the obtained signal at the

camera.
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Reconstruction by one FD station to be sensitive to lower energies.
Energy spectrum covering three orders of magnitude above 1017.2 eV
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The energy spectrum around ankle are in good agreement,
 but an energy of suppression is different.

 8.5% difference on energy 
scale between Auger and TA.

Auger TA

Eankle

(EeV) 4.8 5.2

Es

(EeV) 42.1 63.0

How frequent?: Energy Spectrum
E3 J(E)
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Detector Exchange to Understand the Discrepancy
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Comparison between the Surface Detectors of the Pierre Auger Observatory and the Telescope Array
R. Takeishi

Figure 1: The two Auger SD stations deployed at the TA Central Laser Facility.

PMTs through optical windows. The signals are processed using front-end electronics having six
10-bit Fast Analog to Digital Converters (FADCs) running at 40 MHz. A dynamic range of 15 bits
is realized using signals derived from the anode and from the last dynode (×32). The digitized
signals are sent to a programmable logic device board used to make various triggering decisions.

The Auger North SD station is a one PMT water Cherenkov surface detector used in the Pierre
Auger Research and Development Array in Colorado, USA [11]. It is a cost-effective version of
the Auger South SD station, with the same footprint, height and water volume. The Auger North
and South SD stations deployed at the TA CLF are shown in figure 1. The design of the electronics
for the Auger North surface detector is based on the one used at the Auger South SD. In this case
however, the digitization is performed with commercial 10-bit ADCs with 100 MHz sampling rate.
The dynamic range is extended to 22 bits, using signals derived from the anode (×0.1, ×1 and
×30) and from a deep (5th out of 8) dynode.

The TA SD station is composed of two layers of plastic scintillator with two PMTs, one for
each layer [12]. It has an area of 3 m2 and each layer has 1.2 cm thickness. The scintillators and
PMTs are contained in a stainless steel box which is mounted under a 1.2 mm thick iron roof to
protect the detector from large temperature variations. Photons that are generated in the scintillator
are collected by wavelength shifting fibers and read out by PMTs. The signals from PMTs are
digitized by a commercial 12-bit FADC with a 50 MHz sampling rate on the CPU board.

3. Analysis and Results

In order to start collecting data immediately after its deployment, the Auger North SD station
was configured to record data locally. This was done by installing a large capacity (512GB) flash
drive directly onto the local station controller. The second level trigger (T2) data, obtained from
the standard Auger calibration procedure [1], were obtained and written on the drive at a rate of
about 20 Hz. Only a very small fraction of those events arises from UHECR showers. A smaller
dataset of atmospheric muons from the T1 trigger (100 Hz) was also collected to derive the Vertical
Equivalent Muon (VEM) calibration from the single muon energy loss spectrum. In this analysis,
the data from two observation periods are used; the first is Oct. 21, 2014 - Nov. 17, 2014 and
the second is Nov. 19, 2014 - Dec. 7, 2014. The flash drive was swapped between the two
periods. The exchange requires a shutdown of the station to open the tank and access the local

3

DET1218
Upper
Lower

DET1318

DET
1317

DET
1219

DET
1118

Shower 
diretion

Event display with SD waveforms

CLF

Bin number (each 20ns)

FA
D

C
 c

ou
nt

Theta=46.763 E=3.037EeV Nhit=5 X=0.110km Y=1.333km

Water
tank

15

Pioneering measurements by TASD and Auger water tank

2014/Nov/28 15:43:01.453549

Energy: 3.04 EeV, zenith: 46.8 deg (Preliminary)

R. Takeishi et al., ICRC2015,

187187�cm

12
4�
cm Left�Module Right�Module

Practical implementation

Two modules in one box per station, 
readout by one PMT, area ~4 m2

12

10 cm10�cm

1�cm
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Figure 4.12: 3D view of the SSD module with the support bars. The bars are connected to the tank
using lifting lugs present in the tank structure.

4.2.7 Calibration and control system

The SSD calibration is based on the signal of a minimum ionizing particle going through the
detector, a MIP. Since this is a thin detector, the MIP will not necessarily be well separated
from the low energy background but, being installed on top of the WCD, a cross trigger
can be used to remove all of the background. About 40% of the calibration triggers of the
WCD produce a MIP in the SSD. The statistics of calibration events recorded in a minute, the
normal WCD calibration period, are therefore enough to obtain a precise measurement of the
MIP. Figure 4.13 shows the MIP calibration histogram from a 2 m2 test module, obtained in
one minute of acquisition. The MIP is clearly defined, and will allow an absolute calibration
of the SSD to better than 5%.

The performance requirements for the SSD come mainly from calibration requirements:
in shower measurement mode, the dominant measurement errors are due to Poisson fluc-
tuations of the number of particles detected, and the overall calibration constant determi-
nation. Detector non-uniformity contributes a small error when compared to the Poisson
error, as long as non-uniformities are below 20%. While the FWHM of the WCD calibration
histogram will be clearly smaller than that of the SSD (the calibration unit for the WCD, the
VEM, is at about 100 pe), the fact that the SSD can be cross-triggered by the WCD means
that the MIP is clearly visible against very little background. The width of the MIP distri-
bution is mostly determined by Poisson statistics of the number of photoelectrons per MIP,
the non-uniformity of the detector, and the intrinsic fluctuation of the response to a single
particle, mainly due to different track lengths in the scintillator. The latter factor was deter-
mined from simulations to be around 18%. The baseline design chosen for the SSD produces
12 photoelectrons per MIP [146], which would degrade to 8 photoelectrons after 10 years of
operation due to aging. This amounts to a 35% contribution to the MIP distribution width.

60 CHAPTER 4. THE SURFACE DETECTOR

Figure 4.1: 3D view of a water-Cherenkov detector with a scintillator unit on top.

The scintillator units have to be precisely calibrated with a technique similar to the cal-
ibration procedure of the WCD (cf. section 4.2.7). The size of the detector and its intrinsic
measurement accuracy should not be the dominant limitations for the measurement. The
dynamic range of the units has to be adequate to guarantee the physics goals of the pro-
posed upgrade.

The detector will be assembled and tested in parallel in multiple assembly facilities to
reduce the production time and, therefore, has to be easily transportable. The mechanical
robustness of the scintillator units must be ensured. The units will be shipped after assem-
bly, and validated at the Malargüe facilities of the Pierre Auger Observatory before being
transported to their final destination on top of a WCD in the Pampa. They will then have
to operate for 10 years in a hostile environment, with strong winds and daily temperature
variations of up to 30�C.

4.2.2 Detector design

The baseline design relies only on existing technology for which performance measurements
have been made. The Surface Scintillator Detectors (SSD) basic unit consists of two modules
of ⇡ 2 m2 extruded plastic scintillator which are read out by wavelength-shifting (WLS)
fibers coupled to a single photo-detector. Extruded scintillator bars read by wavelength-
shifting fibers have already been employed in the MINOS detector [143]. The active part of
each module is a scintillator plane made by 12 bars 1.6 m long of extruded polystyrene scin-
tillator. Each bar is 1 cm thick and 10 cm wide. The scintillator chosen for the baseline design
is produced by the extrusion line of the Fermi National Accelerator Laboratory (FNAL) [144].

The bars are co-extruded with a TiO2 outer layer for reflectivity and have four holes in
which the wavelength-shifting fibers can be inserted. The fibers are positioned following the
grooves of the routers at both ends, in a “U” configuration that maximizes light yield and
allows the use of a single photomultiplier (at the cost of a widening of the time response
of the detector by 5 ns, which has a totally negligible impact). The fibers are therefore read

Read-out of scintillators 
with WLS fibers

Simple and robust 
construction of 
detector module 
and mounting frame, 
double roof for 
thermal insulation

Both WCD and SSD to be 
connected to new 120 MHz 
electronics

AugerPrime
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proton dominated at 1018.3 eV. 

σ(Xmax) is smaller than proton simulation above 1019 eV. 

Suggest a change of composition above ~1018.5 eV with increasing mass number and 
small mixing. 

Auger A.Porcelli, 420 

down to 1017 eV using HEAT 

15"

Pierre Auger Collaboration PRD 90 122005 (2014), A. Porcelli in ICRC 2015

Is the suppression GZK 
process or acceleration 

limit?

Proton
Iron
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2.2. OPEN QUESTIONS AND GOALS OF UPGRADING THE OBSERVATORY 11
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Figure 2.9: Estimate of the composition of ultra-high energy cosmic rays at the top of the atmo-
sphere [23]. The Xmax distributions measured with the Auger Observatory have been fitted by a
superposition of four mass groups accounting for detector resolution and acceptance effects. The
error bars show the combined statistical and systematic uncertainties of the mass estimates, except
those related to the choice of the hadronic interaction models.

The Xmax distributions measured with the fluorescence telescopes for different energy
intervals [22] can be used to estimate the UHECR composition at Earth. This composition
will depend on the number of mass groups considered and the hadronic interaction mod-
els employed in the simulations. The result of such analysis, fitting four mass groups to
the measured Xmax distributions [23], is shown in Fig. 2.9. The interaction models EPOS-
LHC [73, 74], QGSJet II.04 [75] and Sibyll 2.1 [76] have been used for data interpretation to
get some understanding of the systematic uncertainties related to the modeling of hadronic
interactions.

One striking result is the presence of a large fraction of protons in the energy range of
the ankle. At the same time, according to the Auger data, the anisotropy of the arrival
directions of these protons cannot be larger than a few percent. This is in contradiction to
the expectations for light particles produced in continuously distributed Galactic sources,
given the current knowledge of propagation in the Galactic magnetic field [110, 111]. Thus
the protons at energies as low as 1018 eV are most likely of extragalactic origin, or one has to
accept rather extreme assumptions about the Galactic magnetic field.

Another surprising observation is the disappearance of the proton component just below
1019 eV and, at the same time, the appearance of a helium component. There are indications
that a similar transition from helium to the nitrogen mass group could take place at higher
energy, but the statistics of the data of the fluorescence telescopes are not high enough to
be conclusive. Furthermore there is a large correlation between the fractions of the different
mass groups. We will not attempt here to speculate on the origin of these transitions and only
point out that we do not have enough composition-sensitive data to derive the composition
at energies higher than a few times 1019 eV, even if we understood hadronic interactions at
these energies perfectly.

The Pierre Auger Collaboration, Phys. Rev. D 90, 122006 (2014)

Intermediate composition, such as helium or nitrogen
Iron disfavored in all energy range
No mass composition information above 1019.7 eV
or problem in hadronic interaction models

The same <Xmax> and 
σ(Xmax) but different 

mixture.
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steps of 0.2σ in order to determine the maximum range over
which a fit fraction can vary.
The other possible systematic uncertainties we consid-

ered are those on the energy scale and on the parametriza-
tion of the resolution functions for acceptance and Xmax.
The effect of the parametrization uncertainties is evaluated
by refitting the data with extreme values of the para-
metrizations. The latter values were chosen to produce the
largest or smallest acceptance or resolution, respectively,
compatible with the data [4]. None of the parametrization
variants resulted in significant changes to the fit fractions.
Since the uncertainty in the energy scale is comparable to
the width of the energy bin, we evaluated its effect by
simply refitting the data with MC templates constructed
from adjacent energy bins. The effects on the fit fractions

were similar to, but generally smaller than, the shifts in
Xmax scale.
The overall systematic uncertainty assigned to a given

fit fraction is chosen to encompass the full range of values
obtained by any of the fit variants described above. The
p-values are also calculated for each of these fit variants in
order to assess their effect on the goodness of fit.

V. RESULTS

The fit result for the mix of protons and iron nuclei is
shown in Fig. 2. Fit results with additional components are
shown in Figs. 3 and 4. For each figure the species fractions
are shown in the upper panel(s). Only the proton fraction is
shown for the combination of protons and iron nuclei
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FIG. 6 (color online). Xmax distribution of the fits for energy bin E ¼ 1019.0–19.1 eV. See caption to Fig. 5.
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(Fig. 2), while all species fractions are shown when more
than two components are considered (Figs. 3 and 4). The
inner error bars are statistical and the outer ones include the
systematic uncertainty added in quadrature. The p-values
are shown in the lower panel of the figures, with error bars
corresponding to the range of variation obtained within
the systematic uncertainties. Where p-values are less than
10−4, they are indicated with downward arrows.
For the simple mixture of protons and iron nuclei (Fig. 2),

only the second-highest energy bin (E ¼ 1019.4–19.5 eV)
yields good fit qualities for all three hadronic interaction
models. However, the fit qualities for all three models are
generally poor throughout the energy range, even when the
systematic uncertainties are taken into consideration.
In order to determine whether there is any composition

mixture where the models result in an adequate

representation of the data, we extended the fits to include
extra components. When nitrogen nuclei are added as an
intermediate mass term (Fig. 3), the quality of the fits is
acceptable for EPOS-LHC. However, though much
improved, the quality of the fits is still poor over most
of the energy range for the other two models. p-values for
all models are good for events with energy above 1019.2 eV.
When helium nuclei are also included, we find that the
data are well described by all models within systematic
uncertainties over most of the energy range (Fig. 4).
To aid in the discussion, the Xmax distributions of the

fits are displayed for the energy bins E ¼ 1017.8–17.9 eV
(Fig. 5), E ¼ 1019.0–19.1 eV (Fig. 6), and E > 1019.5

(Fig. 7), respectively. Each figure contains nine panels
that cover the species combination and hadronic interaction
models used. The contributions of all species are stacked
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Apply the Xmax detection bias-free cut like Auger improved method. 

Use the monocular analysis to maximize the statistics.

Consistent with the proton prediction above 1018 eV.

TA, Auger, HiRes results show a good agreement within the systematic uncertainty.

T. Fujii et al., ICRC 2015
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Figure 5: Xmax distributions in each energy range using the fiducial FoV cuts, compared with the expected
distributions estimated from MC simulations using QGSJetII-03 with three different compositions: pure
proton (red solid line), pure iron (blue dashed line), and a equal mixture of both (pink dash-dotted line).
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Figure 6: (a) Evolution of the average Xmax with energy from data (black points), plotted with the MC
simulation results (lines) for two particle species (proton, iron) and five hadronic interaction models. The
box region shows the systematic uncertainty on Xmax, 19 g/cm2, for the monocular analysis. (b) Average
Xmax compared with results reported by HiRes [18] and Auger [19].

mixture of both using the best matched model of QGSJetII-03 model. Figure 6(a) shows the com-
parison between observed Xmax and expected Xmax estimated by the Monte Carlo simulations. The
systematic uncertainty on <Xmax> is 19 g/cm2 for the monocular analysis indicating the box region
in this figure. The uncertainty includes the fluorescence yield (5 g/cm2), the atmospheric condition
(12 g/cm2), the FD calibration (5 g/cm2), the FD geometry (9 g/cm2) and the shower reconstruction
(10 g/cm2). The obtained average Xmax and its distributions indicate proton-dominated composition
at this energy range which is consistent with results already reported by TA stereo or hybrid anal-
yses [20, 21]. The obtained Xmax is compared with results reported by HiRes [18] and Auger [19]
as shown in Figure 6(b). Those results show in good agreement within the systematic uncertainty.
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Mass composition analysis in TA



Search for Ultra-relativistic Magnetic Monopoles with the Pierre Auger Observatory
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Figure 1: (a) Energy loss of a magnetic monopole in air as a function of its Lorentz factor γ . (b) Longitudinal
profile of the energy deposited by an ultra-relativistic IMM of Emon = 1025 eV, γ = 1011 and zenith angle of
70◦ (red solid line). The profile of an UHECR proton shower of energy 1020 eV is shown as a black solid
line.

become the main cause of energy loss. Bremsstrahlung is highly suppressed by the large monopole41

mass. An ultra-relativistic IMM would deposit a large amount of energy in its passage through the42

Earth’s atmosphere, comparable to that of an UHECR. For example, an IMM with γ = 1011 loses43

≈ 400 PeV/(g/cm2) (cf. Figure 1(a)), which sums up to ≈ 1020.5 eV when integrated over an atmo-44

spheric depth of ≈ 1000 g/cm2. This energy will be dissipated by the IMM through production of45

secondary showers along its path.46

The longitudinal profile of the energy deposited by an ultra-relativistic IMM of Emon = 1025 eV,47

γ = 1011 and zenith angle of 70◦ is shown in Figure 1(b). When compared with a standard UHECR48

proton shower of energy 1020 eV (black solid line in Figure 1(b)), the IMM shower presents a much49

larger energy deposit and deeper development, due to the superposition of many showers uniformly50

produced by the IMM along its path in the atmosphere. This distinctive feature will be used in our51

analysis, which is based on the shower development measured by the FD and SD events.52

Monte Carlo samples of ultra-relativistic IMM were simulated for Lorentz factors in the range53

γ = 108 − 1012 at a fixed monopole energy Emon of 1025 eV. While we used a fixed Emon in the54

simulations, the results can be readily applied to a much larger range of monopole energies, since55

in the ultra-relativistic regime of this search the monopole energy loss does not depend on Emon but56

rather on γ . To estimate the background from UHECRs, we simulated proton showers with energy57

Ep between 1018 eV and 1021 eV by three different models, QGSJetII-04, Sybill 2.1 and Epos-LHC.58

We used three different models to account for uncertainties in the hadronic interactions. Events59

were simulated according to an E−1
p energy spectrum, to ensure sufficient Monte Carlo statistics60

at the highest energy, and then appropriately weighted to reproduce the energy spectrum measured61

by the Pierre Auger Observatory [16]. For both the IMM and UHECR simulations, we used the62

CORSIKA package [17] to generate an isotropic distribution of showers above the horizon, and the63

Auger Offline software [18] to produce the corresponding FD and SD events.64

3

Search for Ultra-relativistic Magnetic Monopole
Supermassive magnetic monopoles (M ≈ 1026 eV/c2) could be 
produced in the early Universe.

Intermediate mass monopoles (IMMs, M∼1011-1020 eV/c2) can 
reach kinetic energies of ~1025 eV by acceleration in the galactic 
and intergalactic magnetic fields. 

Search for the signal produced by ultra-relativistic magnetic 
monopole with 10-years Auger FD data.

32FIG. 3: Reconstructed signals for a simulated magnetic monopole of energy 1025 eV and γ = 1011.

In (a), the FD camera view with color-coded timing of triggered pixels (time increases from blue

to red). The red (blue) line indicates the reconstructed (simulated) shower direction projected on

the camera view. In (b), the reconstructed longitudinal profile of the shower. The red line is the
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High-energy astrophysics

> Three messengers are available to study the non-thermal universe.
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p, Z, e±

Image credit : M. Ackermann @ TAUP2013
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Astronomy

GZK Cutoff → Nearby Universe →  Large scale structure

UHECR → Smaller deflection in galactic/extragalactic magnetic field

Where come from?: Arrival direction
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All Sky Survey with TA&PAO 

12 

       Northern TA :   7 years 109 events (>57EeV) 
Southern Auger : 10 years 157 events (>57EeV) 

Oversampling with 20°-radius circle 

Southern hotspot is seen at Cen A(Pre-trial ~3.6σ) 

No correction for 
E scale difference 
b/w TA and PAO !! 

Oversampling with 20°-radius circle

Northern TA: 7 years 109 events (>1019.75 eV)
Southern Auger: 10 years 157 events (>1019.75 eV)

TA Hotspot: 5.1σ (pre-trial)
3.4σ (post-trial)

Auger Warmspot: 3.4σ (pre-trial)
K. Kawata et al., ICRC 2015

Where come from?: Arrival direction
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The Astrophysical Journal, 794:172 (15pp), 2014 October 20 Aab et al.
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Figure 8. Significance table (left) and histogram (right) of the estimated multipole moments (in equatorial coordinates). In the right panel, the black line is a
normal curve.
(A color version of this figure is available in the online journal.)
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Figure 9. Left: flux sky map in km−2 yr−1 sr−1 units, using a multipolar expansion up to ℓ = 4. Right: significance sky map smoothed out at a 15◦ angular scale.
(A color version of this figure is available in the online journal.)

projection in the left panel of Figure 9, in units of
km−2 yr−1 sr−1. This map is drawn in equatorial coordinates. To
exhibit structures at intermediate scales, the expansion is trun-
cated here at ℓ = 4. Relative excesses and deficits are clearly
visible on a 15% contrast scale.

To quantify whether or not some contrasts are statisti-
cally compelling, a significance sky map of the overdensities/
underdensities obtained in circular windows of radius 15◦ is
shown in the right panel. The choice of the 15◦ angular scale is
well suited to exhibit structures at scales that can be captured
by the set of low-order multipoles up to ℓ = 4. Significances
are calculated using the widely used Li and Ma estimator (Li
& Ma 1983), S, which was designed to account for both the
fluctuations of the background and of an eventual signal in any
angular region searched,

S = ±
√

2
[
Non ln

(1 + αLM)Non

αLM(Non + Noff)

+ Noff ln
(1 + αLM)Noff

Non + Noff

]1/2

, (15)

with Non the observed number of events in the angular region
searched, and Noff the total number of events. The sign of S
is chosen positive in case of excesses and negative in case of
deficits. On the other hand, since the background estimation
is not based here on any on/off procedure but can be instead
determined from the integration of the directional exposure in
the angular region searched, the αLM parameter expressing the

expected ratio of the count numbers between the angular region
searched and any background region is taken here as

αLM(n) =
∫

dn′ ω̄(n′) f (n, n′)∫
dn ω̄(n)

, (16)

with f the top-hat filter function at the angular scale of interest.
In the absence of signal, the variable S is expected to be nearly
normally distributed. Hence, for positive (negative) values, S
(−S) can be interpreted as the number of standard deviations of
any excess (deficit) in the sky.

Overall, overdensities and underdensities obtained in circular
windows of radius 15◦ are well reproduced by the multipolar
expansion. Contrasts are not identical in all regions of the sky
due to the non-uniform coverage (high flux values in low-
exposed regions can lead to overdensities less significant than
lower flux values in higher exposed regions, and vice versa), but
the overall pattern looks similar between the two maps. From
the significance contrast scale in the right panel, it is clear that
there is no overdensity or underdensity standing above the 3
standard deviation level. The distribution of significances turns
out to be compatible with that expected from fluctuations of an
isotropic distribution.

5.3. Dipole and Quadrupole Moments

As outlined in the Introduction, although the full set of spher-
ical harmonic moments is needed to characterize any departure
from isotropy at any scale, the dipole and quadrupole moments

11

ApJ 794 172 (2014)

No anisotropy seen All Sky Survey with TA&PAO 
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       Northern TA :   7 years 109 events (>57EeV) 
Southern Auger : 10 years 157 events (>57EeV) 

Oversampling with 20°-radius circle 

Southern hotspot is seen at Cen A(Pre-trial ~3.6σ) 

No correction for 
E scale difference 
b/w TA and PAO !! 

Hotspot/Warmspot

UHECR Astronomy?
Auger A.Porcelli, 420 

down to 1017 eV using HEAT 

15"

Mass 
Composition



Physics Goal of UHECR Astrophysics
Origin and Nature of Ultra-High Energy 
Cosmic Rays (UHECRs) and Particle 
Interactions at the Highest Energies

How frequent?: Energy Spectrum
What kind of particle?: Mass Composition 
Where come from?: Arrival Direction
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All Sky Survey with TA&PAO 
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       Northern TA :   7 years 109 events (>57EeV) 
Southern Auger : 10 years 157 events (>57EeV) 

Oversampling with 20°-radius circle 

Southern hotspot is seen at Cen A(Pre-trial ~3.6σ) 

No correction for 
E scale difference 
b/w TA and PAO !! 
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Recent Results and New Puzzle
Precise observation of the flux suppression above 1019.5 eV.

Gradually increase heavier composition above ankle. 

Hotspot/Warmspot of UHECRs

37

Flux suppression due to GZK process or maximum energy of 
accelerator?

Heavier composition or hadron interaction model? Proton fraction? 
Mass composition above 1019.7 eV?

Anisotropy as indication of additional light component?

Particle physics extrapolation at the highest energies?



2 clusters in the hotspot 
in the summer of 2020

2014/10/13 H. Sagawa@UHECR2014 31

TA×4 

38

Detailed measurement of the hotspot

1 cluster in the hotspot
in the summer of 2020

2014/10/13 H. Sagawa@UHECR2014 30

Enlarge the fourfold coverage to TA×4 = Auger.
Expected Result in 2020

1 cluster (MC)

2 cluster (MC)
H. Sagawa ICRC2015

SD part was 
funded in 

Japan, 2015.



  

Scintillator detector

Radomír Šmída  – AugerPrime 8

Alu enclosure

Fibers routing

WLS fibers

Extruded scintillator bars
(1600 x 50 x 10 mm)

PMT/SiPM

Support 
frame

Sunroof

AugerPrime

39

Primary comic ray identification for next 10 years.

The key is enhancement electromagnetic/muon 
separation of SD to measure the mass composition.

Boost in statistics by a factor of ~ 10.

Sensitive to a proton contribution as low as 10%.]2 [g/cmmaxX
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Muons may even outperform Xmax  
at highest energies !

Figure 6: Proton and iron separation at 100 EeV for QGSJetII-03 simulated events using simulated true
values (left), reconstructed values (center), and taking into account energy resolution (right).
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Figure 7: Proton and iron separation for simulated events using reconstructed values and taking into
account energy resolution at 100 EeV for QGSJetII-03 (left), for EPOS-1.99 (center) at at 30 EeV for
QGSJetII-03 (right).

should improve further on the N
µ

reconstruction, and improve even more the merit factor for discrimination
as it would improve the resolution accuracy for both relevant parameters.

Real data analysis

Nano-ASCII (0.25 m2, Nov 2010 - Jan 2012) had a very limited dynamic range making its physics data
mostly useless, but its monitoring can be used as a check of the mechanical design against excessive tem-
perature (double roof technique). The temperature evolution of nano-ASCII over one year and in the hottest
month (January) can be seen in fig. 8. The temperature inside ASCII is roughly the outside air temperature,
and can be up to 10 degrees less than the PMTs inside the WCD during the hot hours of summer.

Figure 8: Temperature of nano-ASCII compared to the other 2 PMTs of the detector and to Los Morados
outside air temperature.

Micro-ASCII (Nov 2013 - Feb 2014) was mainly designed to check the calibration method and observe
low energy showers. It was triggered by the WCD to allow a proper observation of the MIP. A resulting
one hour calibration histogram can be seen in fig. 9. The highest energy vertical event with a non-saturated
large signal in ASCII, a 1.3 EeV shower of 36 deg of zenith angle, can be seen in fig. 10, and a comparison
of signal in ASCII with the signal in the WCD can be seen in fig. 11, showing a proper behaviour of the
detector. Analysis of these data is currently an ongoing activity.

As of February 25, 2014, Milli-ASCII is being deployed and no data has been taken yet.

3

Proton

Iron

Install 4 m2 Scintillator to measure the mass composition by SD.

187187�cm

12
4�
cm Left�Module Right�Module

Practical implementation

Two modules in one box per station, 
readout by one PMT, area ~4 m2

12

10 cm10�cm

1�cm

4.2. THE SCINTILLATOR DETECTOR 69

Figure 4.12: 3D view of the SSD module with the support bars. The bars are connected to the tank
using lifting lugs present in the tank structure.

4.2.7 Calibration and control system

The SSD calibration is based on the signal of a minimum ionizing particle going through the
detector, a MIP. Since this is a thin detector, the MIP will not necessarily be well separated
from the low energy background but, being installed on top of the WCD, a cross trigger
can be used to remove all of the background. About 40% of the calibration triggers of the
WCD produce a MIP in the SSD. The statistics of calibration events recorded in a minute, the
normal WCD calibration period, are therefore enough to obtain a precise measurement of the
MIP. Figure 4.13 shows the MIP calibration histogram from a 2 m2 test module, obtained in
one minute of acquisition. The MIP is clearly defined, and will allow an absolute calibration
of the SSD to better than 5%.

The performance requirements for the SSD come mainly from calibration requirements:
in shower measurement mode, the dominant measurement errors are due to Poisson fluc-
tuations of the number of particles detected, and the overall calibration constant determi-
nation. Detector non-uniformity contributes a small error when compared to the Poisson
error, as long as non-uniformities are below 20%. While the FWHM of the WCD calibration
histogram will be clearly smaller than that of the SSD (the calibration unit for the WCD, the
VEM, is at about 100 pe), the fact that the SSD can be cross-triggered by the WCD means
that the MIP is clearly visible against very little background. The width of the MIP distri-
bution is mostly determined by Poisson statistics of the number of photoelectrons per MIP,
the non-uniformity of the detector, and the intrinsic fluctuation of the response to a single
particle, mainly due to different track lengths in the scintillator. The latter factor was deter-
mined from simulations to be around 18%. The baseline design chosen for the SSD produces
12 photoelectrons per MIP [146], which would degrade to 8 photoelectrons after 10 years of
operation due to aging. This amounts to a 35% contribution to the MIP distribution width.

60 CHAPTER 4. THE SURFACE DETECTOR

Figure 4.1: 3D view of a water-Cherenkov detector with a scintillator unit on top.

The scintillator units have to be precisely calibrated with a technique similar to the cal-
ibration procedure of the WCD (cf. section 4.2.7). The size of the detector and its intrinsic
measurement accuracy should not be the dominant limitations for the measurement. The
dynamic range of the units has to be adequate to guarantee the physics goals of the pro-
posed upgrade.

The detector will be assembled and tested in parallel in multiple assembly facilities to
reduce the production time and, therefore, has to be easily transportable. The mechanical
robustness of the scintillator units must be ensured. The units will be shipped after assem-
bly, and validated at the Malargüe facilities of the Pierre Auger Observatory before being
transported to their final destination on top of a WCD in the Pampa. They will then have
to operate for 10 years in a hostile environment, with strong winds and daily temperature
variations of up to 30�C.

4.2.2 Detector design

The baseline design relies only on existing technology for which performance measurements
have been made. The Surface Scintillator Detectors (SSD) basic unit consists of two modules
of ⇡ 2 m2 extruded plastic scintillator which are read out by wavelength-shifting (WLS)
fibers coupled to a single photo-detector. Extruded scintillator bars read by wavelength-
shifting fibers have already been employed in the MINOS detector [143]. The active part of
each module is a scintillator plane made by 12 bars 1.6 m long of extruded polystyrene scin-
tillator. Each bar is 1 cm thick and 10 cm wide. The scintillator chosen for the baseline design
is produced by the extrusion line of the Fermi National Accelerator Laboratory (FNAL) [144].

The bars are co-extruded with a TiO2 outer layer for reflectivity and have four holes in
which the wavelength-shifting fibers can be inserted. The fibers are positioned following the
grooves of the routers at both ends, in a “U” configuration that maximizes light yield and
allows the use of a single photomultiplier (at the cost of a widening of the time response
of the detector by 5 ns, which has a totally negligible impact). The fibers are therefore read

Read-out of scintillators 
with WLS fibers

Simple and robust 
construction of 
detector module 
and mounting frame, 
double roof for 
thermal insulation

Both WCD and SSD to be 
connected to new 120 MHz 
electronics



  

Extended FD operation

Radomír Šmída  – AugerPrime 11

15% duty cycle

Clear sky, no moonlight          40 times higher NSB (90% moon)

E = 7x1019 eV

Increase by 50%
by measurement 
during high night 
sky background

10x reduced PMT gain by 
reducing supplied HV.

Successful test has been 
done last year.

Extended FD Operation

40
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Reuse CDF PMTs for AugerPrime
1900 CDF PMTs are available for AugerPrime.

Check the performance of 20 years-old PMT.

42

1.4.2. Magnetic shield
Since the steel plates of the HAD compartment

is a part of the flux return path of the solenoid,
stray magnetic field on the rear surface of the
Endplug structure where the phototube housings
were to be mounted needed some attention.
A measurement showed that the maximum of the
stray field was about 200 G [17] at around the
conical crack at y ¼ 30" and less than 50 G at
lower angles where the phototube housing would
be located.

In the phototube assembly shown in Fig. 3,
shielding against magnetic field is provided by a
1-mm thick m-metal inner tube and a 3.6-mm thick
soft iron outer tube. The m-metal tube is covering
the phototube from the end of the glass stem to

5 cm beyond the front face and the outer iron pipe
is extending beyond the m-metal tube by 6 ð1Þ cm
at the front (rear) end.

Tests were conducted with such assembly in a
magnetic field [18]. The phototube was kept at a
low relative gain (See Section 5.1.1 for the
definition) of 5% 104 to be sensitive to the
magnetic field. It was found that there was little
change ðo1%Þ in the response up to 170 ð220Þ G
for the field parallel (perpendicular) to the axis of
the phototube. Therefore, it was concluded that
the magnetic shield would be quite adequate for
the measured level of the stray field.

1.4.3. Spectral matching of optical components
The scintillator for the tiles, Kuraray SCSN-38,

is a fast and efficient blue polystyrene scintillator
with a peak emission at 428 nm [14]. Green-light
emitting Y-11 was chosen for its excellent wave-
length shifting efficiency with its absorption band
well matched to the emission band of SCSN-38.
Also important is its emission band peaking at
476 nm with an extended tail beyond 500 nm
which gives a good transmission through rather
long, up to B3 m; clear fibers. The green emission
band is also important in ensuring tolerance
against long-term exposure to radiation at these
forward angles. However, the green emission band
of the WLS fiber severely constrains the type of
photocathode of the phototubes. The response of
an ordinary bialkali photocathode falls off rapidly
beyondB450 nm and the only practical choice is a
so-called extended bialkali photocathode which
has quantum efficiency of B12% at 480 nm: This
was one of the major considerations for choosing
the phototubes for our purpose.

1.5. Selection process

In order to select a total of 1824 phototubes, 960
for the EM towers, 864 for HAD towers, and
spares of about 10% of the total, we have set
criteria based on physics requirements and tested a
small number of samples from five different
manufacturers. Based on the findings from the
samples, we have selected Hamamatsu 4125-04.
Then we established a set of specifications, and
developed a systematic procedure to test the tubes.

ARTICLE IN PRESS

Table 4
Lateral segmentation and number of phototubes

Lateral segmentation
NZ %Nf

EM HAD
1:1%Z%3:49 1:32%Z%3:49

Z%2:11 ðDf ¼ 7:5"Þ 8% 48 7% 48
Z^2:11 ðDf ¼ 15"Þ 4% 24 4% 24

No. of Tubes
East or West 480 432
East + West 960 864

Light Mixer

HAMAMATSU  R4125-04  Phototube Assembly

(Plexiglass)
Magnetic Shield
(Iron Pipe)

Magnetic Shield
(µ Metal)

B
a
se

Anode
Signal

Dynode

-H.V.
Clear
Fibers Fiber Mount

Hamamatsu
R4125-04

Fig. 3. Sketch of the phototube assembly (not to scale).

Table 5
Dimensions of the components in PMT assembly

Iron pipe 3:6 mm wall; 35 mm ID; 214 mm L
m-Metal tube 1 mm wall; 25:4 mm ID; 140 mm L
Light mixer ð10:3 mmÞ2; 58 mm L
PMT glass envelop 18:6 mm OD; 88 mm L

L. Breccia et al. / Nuclear Instruments and Methods in Physics Research A 532 (2004) 575–610 579
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2 

Large Aperture, Full Sky Coverage �
 �One Detector, nearly uniform exposure�

Inclination:  51.6° �
Height:    ~400km�

5 year Mission  1000 Events E>60 EeV 
                                   (Auger 20/yr)  

Pioneering UHECR Space Mission 

JEM-EUSO
Extreme Universe Space Observatory onboard Japanese Experiment Module

A. Olinto, ICRC2015

Pioneer detection of UHECRs from space

R&D on radio detection

Extreme Universe Space Observatory 
at the Japanese Experiment Module

  Upgrade of muon detection 
capabilities

Auger

  Low energy 
extension

TA

Highest energy x 4 area 

  Auger Engineering Radio Array 
and other MHz and GHz 

detectors  Radar detection at TA



Physics Goal and Future Perspectives
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Origin and Nature of Ultra-high Energy Cosmic Rays (UHECRs) and
Particle Interactions at the Highest Energies

Exposure and Full Sky Coverage
TA×4 + Auger
JEM-EUSO : pioneer detection from 
space and sizable increase of exposure

Detector R&D
Radio, SiPM, 
Low-cost 
Fluorescence 
Detector (FD)

“Precision” Measurements 
AugerPrime 
Low energy enhancement
(Auger infill+HEAT+AMIGA,
TALE+TA-muon+NICHE)

5 - 10 years

Next Generation Observatories
In space (100×exposure): Super-EUSO
Ground (10×exposure with high quality events):

10 - 20 years
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http://www.fast-project.org

Fluorescence detector Array of Single-pixel Telescopes 

http://www.fast-project.org
http://www.fast-project.org


Fine pixelated camera

Low-cost and simplified/optimized FD

✦Target : > 1019.5 eV, ultra-high energy cosmic rays (UHECR) and neutral particles

✦Huge target volume ⇒ Fluorescence detector array 

Too expensive to cover a huge area

46

Single or few pixels and smaller optics

Fluorescence detector Array of Single-pixel Telescopes 

Segmented mirror telescope   
Variable angles of elevation – steps. 

construction is still in development  

15 deg  45 deg  

Joint Laboratory of Optics Olomouc – March 2014 
7 
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20 km UHECRs
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Fluorescence detector Array of Single-pixel Telescopes 
✦ Each telescope: 4 PMTs, 30°×30° 

field of view (FoV).

✦ Reference design: 1 m2 aperture, 
15°×15° FoV per PMT

✦ Each station: 12 telescopes, 48 PMTs, 
30°×360° FoV.

✦ Deploy on a triangle grid with 20 km 
spacing, like “Surface Detector 
Array”.

✦ If 500 stations are installed, a ground  
coverage is ~ 150,000 km2.

✦ Geometry: Radio, SD, coincidence of 
three stations being investigated.



FAST Expected Exposure
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✦ Conventional operation of FD 
under 10~15% duty cycle

✦ Target:  >1019.5 eV

✦ Observation in moon night to 
achieve 30% duty cycle,

✦ Target:  >1019.8 eV = Super 
GZK events

✦ Test operation by Auger FD

✦ Ground area of 150,000 km2 with 
30% duty cycle = 45,000 km2 

(15×Auger, cost ~75 Million USD)

✦450 events/year

Preliminary

FAST



Physics Target
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FIG. 3. UHECR spectrum as observed in Akeno (triangles) and AGASA (filled circles) experi-

ments. The curves show the predicted differential spectra for the uniform distribution of sources with

or without evolution. The case without evolution (m = 0, γg = 2.7) is given by curves (1),(2),(3)

for maximum generation energy Emax = 3 · 1020 eV, 1 · 1021 eV and ∞, respectively. The dashed

curve 4 describes the evolutionary model with m = 4, γg = 2.45 and Emax = ∞.

We can fit the Akeno-AGASA data in both cases, with and without evolution. The

spectra without evolution, m = 0 can fit the data starting from relatively high energy

E ≥ 1 ·1018 eV. The fit needs γg = 2.7. The curves 1, 2 and 3 in Fig.3 show the spectra with

different Emax equal to 3 ·1020 eV, 1 ·1021 eV and ∞, respectively. The fit without evolution

(curves 1, 2, 3) needs L0 = 4.7 · 1051 erg/Mpc3yr, while the fit for evolutionary case (curve

4) needs L0 = 1.3 · 1049 erg/Mpc3yr. The difference between these two emissivities is caused

mainly by flatter generation spectrum in the evolutionary case.

The required emissivities can be compared with most powerful local emissivity given by

Seyfert galaxies LSy = nSyLSy. Using the space density of Seyfert galaxies nSy ∼ 10−77 cm−3

9

V. Berezinsky et al., (2001)
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GZK Recovery

17

Upper limits to the integrated photon flux

Feldman-Cousins limit 
to the number of photons

E-2 spectrum-weighted

average exposure for E
g 
> E

0

 

Fγ (Eγ>E0)=
N γ

⟨ℇ⟩

E
0
 

[EeV]

 ·ꜫÒ
[km2 sr yr]

Fg  (95% CL)

[km-2 yr-1 sr-1]

10 5200  1.9 x 10-3

20 6800  1.0 x 10-3

40 6300  4.9 x 10-4
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→ 01/01/04–15/05/13 
    4 photon candidates above 10 EeV
→ strictest limits in the range E > 1 EeV
→ top-down model strongly disfavoured
→ preliminary U.L. above 10 EeV start constraining 
    the most optimistic models of cosmogenic photons 
    with p primaries injected at the source 

 

→ 01/01/04–20/06/13 no n candidate

→ search not limited by background 
→ limit below the WB bound
→ top-down (exotic) models strongly constrained
→ cosmogenic model with pure p composition 
    at the source and strong FRII evolution disfavoured

n

g

First detection of UHE photons and neutrinos

FAST FAST

FAST
UHECR Anisotropy
with ~10x statistics

All Sky Survey with TA&PAO 

12 

       Northern TA :   7 years 109 events (>57EeV) 
Southern Auger : 10 years 157 events (>57EeV) 

Oversampling with 20°-radius circle 

Southern hotspot is seen at Cen A(Pre-trial ~3.6σ) 

No correction for 
E scale difference 
b/w TA and PAO !! 

Coincidence of UHECR hotspot and 
neutral particles
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EUSO prototype�

Telescope Array site Black Rock Mesa station

✦ Temporally use the EUSO-TA optics at the TA site.

✦ Two Fresnel lenses (+ 1 UV acrylic plate in front for protection)

✦ 1 m2 aperture, 14°×14° FoV ≒ FAST reference design.

✦ Install FAST camera and DAQ system at EUSO-TA telescope.

✦ Milestones: Stable observation under large night sky backgrounds, 
UHECR detection with external trigger from TAFD.

EUSO-TA telescope FAST camera

✦ 8 inch PMT 
(R5912-03, 
Hamamtsu)

✦ PMT base (E7694-01, 
Hamamatsu, AC 
coupling)

✦ Ultra-violet band pass 
filter (MUG6, Schott)
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✦ Vertical Ultra-Violet laser at 6 km from FAST ≒ ~1019.2 eV

✦ Expected signal TAFD/FAST: (7 m2 aperture × 0.7 shadow 
× 0.9 mirror) / (1 m2 aperture × 0.43 optics efficiency) ~10

✦ TAFD Peak signal : ~3000 p.e. / 100 ns

✦ FAST Peak signal : ~300 p.e. / 100 ns. All shots are 
detected significantly.

✦ Agreement of signal shape with simulation.



Time (100 ns)
0 100 200 300 400 500 600 700 800

 / 
(1

00
 n

s)
p.

e.
N

-20

0

20

40

60

80

(E (eV))
10

log
17 17.5 18 18.5 19 19.5 20

Im
pa

ct
 p

ar
am

et
er

 [k
m

]

1

10

210
Preliminary

Dete
cta

ble

Figure 14: Distribution of the impact parameter as a function of the primary energy recon-

structed by TA for shower candidates detected by the FAST prototype. The line indicates

the maximum detectable distance by the FAST prototype (not fitted).
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Distance vs Energy (from TAFD) for Candidates
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FAST 
FoV

Almost! log(E/eV)=19.1

log(E/eV)=18.0
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FAST - today  

Accepted for publication 
in Astroparticle Physics 

R&D for the FAST Project
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✦ FAST prototype measurements at Utah

✦ Stable operation under high night sky backgrounds.

✦ UHECR detection.

✦ Published in Astroparticle Physics 74 (2016) 64-72 

✦ Next milestones by new full-scale FAST prototype 

✦ Establish the FAST sensitivity.

✦ Detect a shower profile including Xmax with FAST

FAST meeting in December 2015 
(Olomouc, Czech Republic)

EUSO-TA 
telescope +  FAST camera
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FAST components

UV PMMA „window“
in octagonal aperture

4 PMTs
camera
8 inch

UV filter
glass

cover = black shroud

DUST and STRAY LIGHT  protection

cabling

electronics

mirrors
4

Building - ground plan – required dimensions

Cc
a 
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00

 m
m

Cca 3500 mm

60
0 

m
m

FOV

5
Cc

a 
30

00
 m

m

Cca 3500 mm

FOV

Building height – elevation 15°
required dimensions

Cca 1000 mm

Design of Full-scale FAST Prototype
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8

shutter – like sectional garrage doors

closed

open

roof „window“

Possible solution of building
40

00
 m

m
C

ca
 3

00
0 

m
m

closed

open

✦ Adjustable elevation 15° or 45° to 
enlarge the FoV of the TA FD.

✦ Robust design for maintenance free 
and stand-alone observation.



Full-scale FAST Prototype

56We will install the full-scale FAST prototype at Utah in June/July 2016
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FIG. 12. SPE peak height distribution used to set discrimi-
nator threshold value. The pedestal ends at around a height
of 350 ADC counts. Dividing this by the 4095 dynamic range
of the FADC gives a discriminator threshold of ⇡ 85 mV.

in wavelength. A NIST calibrated photodiode provides
the absolute calibration for the incident light flux, deter-
mining N� through a powermeter readout. The flux is
reduced to the SPE level measurable by the PMT using
an integrating sphere of known transmission and incorpo-
rating the light attenuation coe�cient of the apparatus13,
↵ = (5.828± 0.018)⇥ 10�4. Eq. 5 can thus be rewritten:

✏ =
Npe

N�
= Npe ⇥

hc

Pt�↵
(6)

where � is the wavelength, P is the powermeter read-
ing, and t is the read out time for each step. Typical
powermeter readings are pico-Watt order-of-magnitude.

As before, we perform a SPE spectrum measurement,
obtaining both the pedestal and SPE peak. We introduce
a discriminator to the readout electronics. The PMT sig-
nal goes through the amplifier and into the discriminator
input. By increasing the discriminator threshold value,
we remove the pedestal and ensure that only SPEs are re-
ceived. The discriminator value is determined using the
peak height distribution of SPE events (Fig. 12), taking
the height position after the pedestal peak and dividing
it by the dynamic range of the FADC.

Once the discriminator value is set, its output is placed
into a quad timer to check the rate, and then switched to
a scaler to count SPEs. After the setup is complete, with

Wavelength [nm]
0 100 200 300 400 500 600 700

Ef
fic

ie
nc

y 
[%

]

0

2

4

6

8

10

12

14

16

18

20

22

Detection Efficiency: FAST PMTs
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18. HV = 2169V, Disc = 38mV, x20 Amp

22. HV = 2252V, Disc = 50mV, x20 Amp

24. HV = 2266V, Disc = 85mV, x20 Amp

25. HV = 2000V, Disc = 44mV, x20 Amp

FIG. 13. Detection e�ciency results with Hamamatsu mea-
surement for comparison.

the powermeter and monochromator initialized, any re-
maining lights in the lab are switched o↵. The computer
in the lab is accessed remotely to begin data acquisi-
tion. The DAQ program controls the monochromator
and powermeter. It obtains and averages 10,000 read-
ings from the powermeter over 10 s for a given step; the
error, �P , is calculated in quadrature from Poisson statis-
tics on both powermeter readings, lamp signal and back-
ground. The lamp background corresponds to when the
powermeter values are read out while the monochroma-
tor shutter is kept closed; the lamp signal is obtained for
an open shutter. The final power value used in calcu-
lating detection e�ciency is the di↵erence between these
(P = Plamp,sig � Plamp,bkd). The PMT rate, R, is calcu-
lated in a similar way, with open and closed shutters cor-
responding to signal and background, respectively. The
detection e�ciency is calculated using Eq. 6, and the
statistical error is given by Eq. 7, 8, 9:

�P = P ⇥

s

(
�Plamp,sig

Plamp,sig
)2 + (

�Plamp,bkd

Plamp,bkd
)2 (7)

�R = R⇥

s

(
�Rsig

Rsig
)2 + (

�Rbkd

Rbkd
)2 (8)

�✏,stat = ✏⇥
r
(
�P
P

)2 + (
�R
R

)2 + (
�↵
↵
)2 (9)

A result for the detection e�ciency measurement of the
PMTs can be found in Fig. 13. The results are plotted
alongside scaled-down data provided by a Hamamatsu
measurement. Hamamatsu only incorporates quantum
e�ciency, not collection e�ciency. PMT detection e�-
ciency peaks at ⇡ 20% close to 400 nm.
From detection e�ciency results, we observe two

“bumps” near 200 nm and 350 nm. We expect the de-
tection e�ciency to have a smooth peak, as shown in the

PMT Calibration System
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"

 
Figure 3: Diagram of experimental setup for the measurement of wavelength-dependent 

detection efficiency using a deuterium lamp. The monochromator can be replaced by a mirror, 
shown in gray, for measurements of absolute detection efficiency using the laser source. The 

number labels correspond to equipment information listed in Table 1 and referenced in the text. 
 
 

 
(1) PMT Hamamatsu Photomultiplier Tube, Type 

H7195P(R329P) 
(2) Detector Newport 918D-UV Photodiode Detectors 
(3) Powermeter Newport 2936-C Powermeter 
(4) Laser Newport Excelsior 375 CW Laser 
(5) Integrating Sphere Newport General Purpose Integrating Sphere, Model 

70675 
(6) Spectrum Lamp Newport Deuterium Lamp, Model 60000 
(7) Lamp Power Supply Newport Deuterium Lamp Power Supply, Model 

68840 
(8) Monochromator Newport Cornerstone 130TM Motorized 1/8m 

Monochromator, Model 74000 
(9) Spectrophotometer Newport Spectrophotometer, Model 77700 
(10) Calibration Lamp Newport Pencil Style HgAr Calibration Lamp, Model 

6047 

Table 1: Equipment List, numbers correspond to diagram in Figure 3 
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We measure NL as a function of anode current (IA):
we do this by using two LEDs that occupy both channels
of the FG. By adjusting pulse amplitude, width, and de-
lay, we create two identical signals, S1 and S2. We use
internal triggering on the oscilloscope, and by changing
the delay on the FG, we can add the individual signals
to create a combined signal denoted by S12. In theory,
S12 should correspond to the sum of S1 and S2. How-
ever, as we increase the amplitude of the signals and the
PMT becomes saturated, we observe a non-linear e↵ect:
S12 has smaller amplitude than the sum of S1 and S2.
Sample signals can be seen in Fig. 10. NL is defined as:

NL =
S12 � (S1 + S2)

S1 + S2
(3)

FIG. 10. PMT ZS0022: reconstructed S1, S2 (top), and S12

(bottom) signals from averaging over events read out from the
FADC.

From Eq. 3, we expect NL to flatline close to zero
initially, and then drop o↵ with increasing anode current.
The values used to calculate NL are the mean positions
of the Gaussian peaks fit across the spectra of the signals.
To calculate anode current, we utilize the dynamic range
of the FADC in terms of counts (4096) and voltage (8
V), as well as the 50 ⌦ resistor in place. We determine
the peak height of the signals in counts using the event
display. The anode current is then calculated by Eq. 4:

IA = (
S1 + S2

4096
)⇥ 8 V

50 ⌦
(4)

By averaging over thousands of events and using the
event display from the FADC read-out, we obtain pre-
cise signal amplitudes used to calculate anode current
and di↵erential non-linearity. By controlling the signals
to high precision using the FG, and specifying narrow sig-
nal regions, we are able to significantly reduce statistical
uncertainty. Fig. 11 shows results for NL.
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Non-Linearity: FAST PMTs

PMT ZS0018
PMT ZS0022
PMT ZS0024
PMT ZS0025

HV for Gain 2*10^5
    

PMT ZS0018: 1113 V
PMT ZS0022: 950 V
PMT ZS0024: 1042 V
PMT ZS0025: 1068   V

FIG. 11. The non-linearity drops o↵ with increasing anode
current. The HV values of each PMT, used for a gain of
2 ⇥ 105, are provided in the figure legend. There is a ⇡ 2%
deviation at 60 mA and a ⇡ 5% deviation at 80 mA.

D. Detection E�ciency

Detection e�ciency is one of the most important char-
acteristics of a PMT: it is a product of the quantum ef-
ficiency and collection e�ciency (Eq. 5). Quantum e�-
ciency is the e�ciency of converting photons into photo-
electrons at the PMT photocathode. Collection e�ciency
is the e�ciency of collecting created photoelectrons; it is
the probability that photoelectrons will reach the e↵ec-
tive area of the first dynode to begin the multiplication
stage of the PMT.

✏ = ✏c ⇥ ✏qe =
Npe

N�
(5)

In the relation above, ✏ is detection e�ciency, ✏c is col-
lection e�ciency, ✏qe is quantum e�ciency. Energy ab-
sorbed from incident photons is transferred to the va-
lence band of the photocathode, but not all photons re-
sult in emission of a photoelectron. Photoemission oc-
curs according to a probabilistic process: photons at
shorter wavelength carry higher energy than those at
longer wavelengths, and correspond to increased photoe-
mission probability12. An absolute detection e�ciency is
typically di�cult to measure to high precision. While it
is possible to convert ✏qe to ✏ using a ratio of photocath-
ode and anode current, there is the issue of significant
PMT non-linearity at higher anode current, as discussed
in section III C.
We utilize a more precise method for determining the

detection e�ciency of FAST PMTs . We send only single
photoelectrons to the PMT. The e�ciency is then a ratio
of the number of SPEs detected (Npe) over the number
of incident photons (N�). We perform the detection ef-
ficiency measurement as a function of wavelength using
a deuterium lamp (1 mm diameter aperture) as a broad-
band light source and a monochromator to control steps
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Readout Electronics
Ortec 401A NIM Bin & TennElec TC-911 Power Supply
4-Ch HV Programmable Power Supply (CAEN N1471H)
SIS3350 500 MHz 12-bit FADC/Digitizer
Dual Timer (CAEN N93B)
Quad Scaler & Preset Counter Timer (CAEN N145)
8-Ch Variable Gain Amplifier (Phillips Mod. 777)
8-Ch Low Threshold Discriminator (CAEN N417)
15-Input Scaler (CAEN V260N)
3-Fold Logic Unit (CAEN N405)

Tab. 2 Readout Electronics

A. Single Photoelectron Measurement

The Hamamatsu R5912-03 MOD PMTs used consist
of 8 dynodes, come with a 20-pin base, and have a HV
range up to ⇡ 2600 V. Each of the PMTs is prefixed
with “ZS”, followed by the PMT number. We test the
response of the PMT anode by obtaining a single photo-
electron (SPE) spectrum measurement. We place a single
LED, sourced from the first output of the dual-channel
function generator (FG), in front of the PMT. The LED
is pulsed at a frequency of 100 kHz; typical LED ampli-
tude and width values are ⇡ 1.5 V and ⇡ 100 ns.

The anode output from the PMT is connected to the
input of the variable gain amplifier; the two resulting
amplified outputs are put into the FADC input and first
channel of the oscilloscope, respectively. The PMT anode
signal is a charge signal; the FADC converts the signal to
counts with a dynamic range of 0 to 4095 (12-bit range).
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FIG. 6. PMT ZS0022 individual SPE event (top); SPE signal
averaged over all events (bottom).

The second channel of the FG is used for an external
trigger. The FG trigger settings are adjusted to match
the relevant NIM signal: the width is set to 20 µs, the
amplitude to -800 mV. The pulsed LED signal and FG
trigger are synchronized coarsely using a dual timer mod-
ule and more finely with the delay setting on the FG. The

trigger output is initially placed into the second channel
of the oscilloscope, and the LED voltage is adjusted un-
til a SPE signal is obtained. The signal is of order 100
mV amplitude; when executing consecutive single-shot
acquisitions on the scope, the goal is to obtain a SPE
signal every ten acquisitions. Once this is the case, the
trigger is put in the FADC for one minute of event read-
out; a typical run will have about 5000 events. Events
are averaged over to smooth out the SPE signal (Fig. 6).
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FIG. 7. Integrated count distribution of SPE signals, includ-
ing pedestal (left peak) and SPE peak fitted to a Gaussian
for all PMTs.

After specifying the signal region for the averaged SPE
signal, we obtain a SPE integrated count distribution,
sometimes displayed as a charge distribution. Since some
events will have no photoelectrons (i.e. no charge), we
expect a peak centered around zero, called the pedestal.
We then have a SPE peak that we fit to a Gaussian to
extract a mean SPE value (Fig 7). This parameter is key
for other characterization measurements. The valley is
the range in which the tail end of the pedestal intersects
the tail end of the SPE peak. A discriminator may be
introduced to remove the pedestal, leaving only the SPE
spectrum. Fig. 8 shows logic for the SPE measurement.
Characteristics like the peak-to-valley (P:V) ratio and

resolution can be obtained from the SPE spectrum. The
peak-to-valley ratio is defined as the height of the SPE
peak over the height of the center valley position. The
larger this value, the better SPE events are distinguished.
For the examples in Fig. 7, the peak-to-valley ratios are
⇡ 2.5. Pulse-amplitude resolution is defined as the ratio

Preparing for full-
automatic PMT 

calibration system
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1. Introduction

The hybrid detector of the Pierre Auger Observatory [1] consists of 1600
surface stations – water Cherenkov tanks and their associated electronics – and
24 air fluorescence telescopes. The Observatory is located outside the city of
Malargüe, Argentina (69◦ W, 35◦ S, 1400 m a.s.l.) and the detector layout is
shown in Fig. 1. Details of the construction, deployment and maintenance of
the array of surface detectors are described elsewhere [2]. In this paper we will
concentrate on details of the fluorescence detector and its performance.

Figure 1: Status of the Pierre Auger Observatory as of March 2009. Gray dots show the
positions of surface detector stations, lighter gray shades indicate deployed detectors, while
dark gray defines empty positions. Light gray segments indicate the fields of view of 24
fluorescence telescopes which are located in four buildings on the perimeter of the surface
array. Also shown is a partially completed infill array near the Coihueco station and the
position of the Central Laser Facility (CLF, indicated by a white square). The description
of the CLF and also the description of all other atmospheric monitoring instruments of the
Pierre Auger Observatory is available in [3].

The detection of ultra-high energy (! 1018 eV) cosmic rays using nitrogen
fluorescence emission induced by extensive air showers is a well established
technique, used previously by the Fly’s Eye [4] and HiRes [5] experiments. It is
used also for the Telescope Array [6] project that is currently under construction,
and it has been proposed for the satellite-based EUSO and OWL projects.

Charged particles generated during the development of extensive air showers
excite atmospheric nitrogen molecules, and these molecules then emit fluores-
cence light in the ∼ 300 − 430 nm range. The number of emitted fluorescence
photons is proportional to the energy deposited in the atmosphere due to
electromagnetic energy losses by the charged particles. By measuring the rate
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The Telescope Array (TA) experiment, located in the western desert of Utah, USA, is designed for the
observation of extensive air showers from extremely high energy cosmic rays. The experiment has a
surface detector array surrounded by three fluorescence detectors to enable simultaneous detection of
shower particles at ground level and fluorescence photons along the shower track. The TA surface
detectors and fluorescence detectors started full hybrid observation in March, 2008. In this article we
describe the design and technical features of the TA surface detector.

& 2012 Elsevier B.V. All rights reserved.

1. Introduction

The main aim of the Telescope Array (TA) experiment [1] is to
explore the origin of ultra high energy cosmic rays (UHECR) using
their energy spectrum, composition and anisotropy. There are two
major methods of observation for detecting cosmic rays in the
energy region above 1017.5 eV. One method which was used at the
High Resolution Fly’s Eye (HiRes) experiment is to detect air
fluorescence light along air shower track using fluorescence
detectors. The other method, adopted by the AGASA experiment,
is to detect air shower particles at ground level using surface
detectors deployed over a wide area (! 100 km2).

The AGASA experiment reported that there were 11 events
above 1020 eV in the energy spectrum [2,3]. However, the
existence of the GZK cutoff [4,5] was reported by the HiRes

experiment [6]. The Pierre Auger experiment confirmed the
suppression on the cosmic ray flux at energy above 4"1019 eV
[7] using an energy scale obtained by fluorescence light tele-
scopes (FD). The contradiction between results from fluorescence
detectors and those from surface detector arrays (SD) remains to
be investigated by having independent energy scales using
both techniques. Hybrid observations with SD and FD enable
us to compare both energy scales. Information about core location
and impact timing from SD observation improves accuracy of
reconstruction of FD observations. Observations with surface
detectors have a nearly 100% duty cycle, which is an advantage
especially for studies of anisotropy. Correlations between arrival
directions of cosmic rays and astronomical objects in this energy
region should give a key to exploring the origin of UHECR [8] and
their propagation in the galactic magnetic field.

Fig. 1. Layout of the Telescope Array in Utah, USA. Squares denote 507 SDs. There are three subarrays controlled by three communication towers denoted by triangles. The
three star symbols denote the FD stations.
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Pierre Auger Collaboration, NIM-A (2010) Telescope Array Collaboration NIM-A (2012)
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✦ Install FAST at Auger and TA for a cross calibration.

✦ Profile reconstruction with geometry given by SD (smearing 
gaussian width of 1° in direction, 100 m in core location).

✦ Energy: 10%, Xmax : 35 g/cm2  at 1019.5 eV 

✦ Independent cross-check of Energy and Xmax scale between 
Auger and TA
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down to 1017 eV using HEAT 

15"
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All Sky Survey with TA&PAO 

12 

       Northern TA :   7 years 109 events (>57EeV) 
Southern Auger : 10 years 157 events (>57EeV) 

Oversampling with 20°-radius circle 

Southern hotspot is seen at Cen A(Pre-trial ~3.6σ) 

No correction for 
E scale difference 
b/w TA and PAO !! Future observatories: TA×4, AugerPrime, JEM-EUSO and FAST

Summary
Energy spectrum: Precise observation of the flux suppression 
above 1019.5 eV.

Mass composition: Gradually increase heavier composition 
above ankle. 

Arrival direction: Hotspot/Warmspot of UHECRs

Flux suppression due to GZK process or maximum energy 
of accelerator?

Heavier composition or hadron interaction model? Proton 
fraction? Mass composition above 1019.7 eV?

Anisotropy as indication of additional light component?

Particle physics extrapolation at the highest energies?


