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Ultra-High Energy Cosmic Rays

• Air shower experiments reveal the existence of 
extremely efficient accelerators in the Universe.

• Ecut ~ 40—50  EeV ~ GZK cutoff energy

UHECR spectrum with the Pierre Auger Observatory Inés Valiño
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Figure 3: The combined energy spectrum of cosmic-rays as measured by the Auger Observatory, fitted with
a flux model (see text). Only statistical uncertainties are shown. The systematic uncertainty on the energy
scale is 14%. The number of events is given above the points, which are positioned at the mean value of
log10(E/eV). The upper limits correspond to the 84% C.L.

result of the best fit is shown in Fig. 3 and the corresponding parameters are presented in Table 2,
quoting both statistical and systematic uncertainties.

J0 [eV�1km�2sr�1yr�1] Eankle [EeV] Es [EeV] g1 g2 Dg

(3.30±0.15±0.20)⇥10�19 4.82±0.07±0.8 42.09±1.7±7.61 3.29±0.02±0.05 2.60±0.02±0.1 3.14±0.2±0.4

Table 2: Best-fit parameters, with statistical and systematic uncertainties, for the combined energy spectrum
measured at the Pierre Auger Observatory.

The combined spectrum shows a flattening above the ankle, Eankle = 4.8⇥1018 eV, up to the
onset of the flux suppression. This suppression is clearly established with a significance of more
than 20s (the null hypothesis that the power law above the ankle continues beyond the suppression
point can be rejected with such confidence). The spectral index in the region of the suppression is
less certain due the low number of events and large systematic uncertainties.

A spectral observable in the GZK [15, 16] region that can be used to discriminate between
different UHECR source-composition models is the energy E1/2 at which the integral spectrum
drops by a factor of two below what would be expected with no cutoff. The corresponding value
derived from the Auger data, computed as the integral of the parameterisation given by eq. (3.1)
with the parameters reported in Table 2, is E1/2 = (2.47±0.01+0.82

�0.34(sys))⇥1019 eV. This result, for
instance, differs at the level of 3.4s from the value of ⇡ 5.3⇥1019 eV predicted in [17] under the
assumption that the sources of UHECRs are uniformly distributed over the universe and that they
accelerate protons only. Note that, in reality, sources are discrete and in the GZK region the shape
of the spectrum will be dominated by the distribution of sources around us (see [18] for example).

4. Declination-dependence of the energy spectrum

Given the location of the Auger Observatory at a latitude �35.2�, events arriving with q<60�

cover a wide range of declinations from �90� to +25�, corresponding to a sky fraction of 71%,
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Figure 4. Energy comparison between the TA SD and FD after the 27%
normalization has been applied to the SD.
(A color version of this figure is available in the online journal.)

of hadronic interactions (e.g., from extrapolations of cross sec-
tions measured at much lower energies) are difficult to deter-
mine. However, the energy scale uncertainty is experimentally
well-controlled for a fluorescence detector (FD) since the energy
measurement is calorimetric. We therefore correct our energy
scale to the TA FD using events seen in common between the
FD and SD. The observed differences between the FD and SD
events are well described by a simple proportionality relation-
ship, where the SD energy scale is 27% higher than the FD.
Figure 4 shows a scatter plot of FD versus SD energies, where
the latter have been rescaled. Events from all three FD sta-
tions were included in this plot. The two southern FD stations
were calibrated using independent techniques from the north-
ern station, which consists of reconditioned HiRes fluorescence
telescopes. The resulting energy scales are consistent for all TA
fluorescence detectors.

4. SPECTRUM

Figure 5 shows the spectrum measured by the TA SD,
where the differential flux, J (E) = d4N (E) / dE dAdΩ dt
is multiplied by E3, and plotted against log10E. The ankle
structure and the suppression at the highest energies are clearly
visible. A fit to a broken power law (BPL) determines the
energies of these features. The fit finds the ankle at an energy
of (4.6 ± 0.3) × 1018 eV and the suppression at (5.4 ± 0.6) ×
1019 eV. The power exponents for the three regions (below
the ankle, between the breaks, and above the suppression) are
−3.34 ± 0.04,−2.67 ± 0.03, and −4.6 ± 0.6 respectively. Also
shown in Figure 5 are the spectra reported by AGASA (Takeda
et al. 2003), HiRes (monocular mode; Abbasi et al. 2008), and
PAO (combined hybrid and SD; Abraham et al. 2010b). The
HiRes and TA SD spectra agree very well, both in the energy
region above 1018.85 eV where the TA SD is 100% efficient, and
also at lower energies where TA employs a substantial efficiency
correction.

A linear extrapolation of the power law below the suppression
predicts 58.6 events above the break; whereas TA observed only
21 events. This difference corresponds to a Poisson probability
of 1.44 × 10−8, or 5.5 standard deviations significance. A
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Figure 5. Cosmic-ray flux multiplied by E3. The solid line shows the fit of the
TA SD data to a broken power law.
(A color version of this figure is available in the online journal.)

related observable, E1/2, is the energy at which the integral
spectrum falls to one-half of its expected value in the absence
of the GZK cutoff. Under a wide range of assumptions about
the spectrum of extragalactic sources, E1/2 is predicted to be
1019.72 eV for protons (Berezinsky et al. 2006). HiRes reported
log10 E = 19.73 ± 0.07 (Abbasi et al. 2008). We measure
log10 E = 19.72 ± 0.05.

This 5.5 standard deviation observation provides independent
confirmation of the GZK cutoff observed by HiRes (Abbasi et al.
2008). Furthermore, the energy of the cutoff is consistent with
the interpretation that the composition is protonic.

T. Abu-Zayyad et al. (in preparation) includes a description of
systematic uncertainties in the SD spectrum measurement. The
largest source of systematic uncertainty in the spectrum is that of
the energy scale. Since the SD energy scale is fixed to that of the
TA fluorescence detectors, we take the systematic uncertainty
in the SD energy to be 22% (Abu-Zayyad et al. 2011), the
same as the FD. This propagates into a 37% uncertainty in
the flux. We estimate the systematic uncertainty in the aperture
calculation by removing the event selection criteria, one by one,
and measuring the ratio of the number of events in the data and
in the MC simulation. This ratio does not change by more than
3% in any energy bin above 1018.2 eV, so we assign this value
to be the systematic uncertainty in the aperture.

5. CONCLUSIONS

We have measured the spectrum of cosmic rays in the
energy range 1018.2–1020.3 eV using the surface detector of
the TA experiment. In the analysis, we have introduced a
technique, new to the ultra-high energy regime for surface
detectors, of calculating the surface detector aperture using
MC simulation, which allows us to measure the spectrum even
when the SD efficiency is less than 100%. This technique
includes a dethinning process that enables the simulation of
air showers with excellent detail. We found that the energy
scale of the SD determined from simulations can be reconciled
with the calorimetric scale of fluorescence detectors by a simple
renormalization of 27%.
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Luminosity density

• UHECR flux: ~ 0.1 particle km-2 yr-1 @100 EeV 

• Mean-free path of UHECRs: 100 Mpc
• Luminosity density: 3x1043 erg Mpc-3 yr -1
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FIG. 5: Left: A comparison of direct numerical calculations of the effective CR life time (solid lines) with the analytic
approximation of [60] using {Ec,ep = 9.1 × 1018 eV, τ0,ep = 0.5 × 109 yr, Ec,π = 3.5 × 1020 eV, τ0,π = 1.4 × 107 yr} (dashed
line), for CR generation following dṅ/dE(E, z) ∝ (1 + z)mE−α. Right: The local (z = 0) energy generation rate as measured
by Auger [35] and Hires [4] assuming that the CRs are purely protons, for α− 1 = 1 (For different values of α, the spectrum
should be multiplied by an energy independent factor (α − 1); Q ≡ ṅ). Statistical and systematic errors in the experimental
determination of event energies lead to ∼ 50% uncertainty in the flux at the highest energies. The absolute energy scales of
the Auger and Hires data where not altered in this figure. Adapted from [60].

the pp cross-section to center-of-mass energies ≥ 100TeV are a possible source of biases in shower reconstruction (e.g.
[89]). It is therefore difficult to draw a firm conclusion regarding primary composition at the highest energies based
on current shower measurements.

B. Generation rate & spectrum

Let us assume first that the UHECRs are protons of extra-Galactic origin. As they propagate, high-energy protons
lose energy as a result of the cosmological redshift and as a result of production of pions and e+e− pairs in interactions
with cosmic microwave background (CMB) photons. The local intensity of UHECRs may be written as

dJ(E)

dE
=

c

4π

dṅ0(E)

dE
teff.(E), (3)

where dṅ0(E)/dE is the local (z = 0) proton production rate (per unit volume and proton energy) and teff. is the
effective energy loss time of the proton (this equation is, in fact, a definition of teff.). The left panel of Fig. 5 shows
teff. for proton generation following dṅ/dE(E, z) ∝ (1 + z)mE−α. The rapid decrease in the effective life time, or
propagation distance cteff., above∼ 6×1019 eV, commonly termed the “Greisen-Zatsepin-Kuzmin (GZK) suppression”
[47, 109], is due to photo-production of pions by the interaction of protons with CMB photons (The proton threshold
energy for pion production on ∼ 10−3 eV CMB photons is ∼ 1020 eV). Since proton propagation is limited at high
energies to distances ≪ c/H0, e.g. to ∼ 100 Mpc at 1020 eV, the dependence of teff. on redshift evolution (m) is not
strong.
Using Eq. (3) and the measured UHECR intensity, it is straightforward to infer the local production rate of UHECRs.

The right panel of figure 5 shows that the energy generation rate above 1019.5 eV is roughly constant per logarithmic
CR energy interval, α ≈ 2 and

E2 dṅ0(E)

dE
≈ 1043.5erg/Mpc3yr. (4)

In other words, the observed CR spectrum is consistent with a generation spectrum dṅ/dE ∝ E−2 modified by the
GZK suppression. Since both observations and models for particle acceleration in collisionless shocks, which are
believed to be the main sources of high energy particles in many astrophysical systems, typically imply α ≈ 2 (see
[34, 98] for reviews of particle acceleration in non-relativistic and relativistic shocks respectively), this supports the
validity of the assumption that UHECRs are protons produced by extra-Galactic objects.
The following point should, however, be made here. Heavy nuclei lose energy by interaction with CMB and IR

photons, that leads to spallation. Since the effective life time of such nuclei is not very different from that of protons,

UHECR spectrum with the Pierre Auger Observatory Inés Valiño

(E/eV)
10

log
17.5 18 18.5 19 19.5 20 20.5

))2
 e

V
-1

 s
r

-1
  s

-2
 J

 /(
m

3
( E

10
lo

g

22.5

23

23.5

24

24.5

E[eV]
1810 1910 2010

22
21

7
13

21
0

77
74

46
11

26
39

34
50

26
29

20
06

13
44

60
42

3
34

86
1

26
32

5
16

31
7

10
99

1
75

85 52
21

34
91

22
38

14
05

88
8

56
9

26
7

13
0

54
10 4

1

Auger (ICRC 2015 preliminary)

Figure 3: The combined energy spectrum of cosmic-rays as measured by the Auger Observatory, fitted with
a flux model (see text). Only statistical uncertainties are shown. The systematic uncertainty on the energy
scale is 14%. The number of events is given above the points, which are positioned at the mean value of
log10(E/eV). The upper limits correspond to the 84% C.L.

result of the best fit is shown in Fig. 3 and the corresponding parameters are presented in Table 2,
quoting both statistical and systematic uncertainties.

J0 [eV�1km�2sr�1yr�1] Eankle [EeV] Es [EeV] g1 g2 Dg

(3.30±0.15±0.20)⇥10�19 4.82±0.07±0.8 42.09±1.7±7.61 3.29±0.02±0.05 2.60±0.02±0.1 3.14±0.2±0.4

Table 2: Best-fit parameters, with statistical and systematic uncertainties, for the combined energy spectrum
measured at the Pierre Auger Observatory.

The combined spectrum shows a flattening above the ankle, Eankle = 4.8⇥1018 eV, up to the
onset of the flux suppression. This suppression is clearly established with a significance of more
than 20s (the null hypothesis that the power law above the ankle continues beyond the suppression
point can be rejected with such confidence). The spectral index in the region of the suppression is
less certain due the low number of events and large systematic uncertainties.

A spectral observable in the GZK [15, 16] region that can be used to discriminate between
different UHECR source-composition models is the energy E1/2 at which the integral spectrum
drops by a factor of two below what would be expected with no cutoff. The corresponding value
derived from the Auger data, computed as the integral of the parameterisation given by eq. (3.1)
with the parameters reported in Table 2, is E1/2 = (2.47±0.01+0.82

�0.34(sys))⇥1019 eV. This result, for
instance, differs at the level of 3.4s from the value of ⇡ 5.3⇥1019 eV predicted in [17] under the
assumption that the sources of UHECRs are uniformly distributed over the universe and that they
accelerate protons only. Note that, in reality, sources are discrete and in the GZK region the shape
of the spectrum will be dominated by the distribution of sources around us (see [18] for example).

4. Declination-dependence of the energy spectrum

Given the location of the Auger Observatory at a latitude �35.2�, events arriving with q<60�

cover a wide range of declinations from �90� to +25�, corresponding to a sky fraction of 71%,
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Source Candidates
• AGN jets 
 

• GRBs 
 

• Pulsars

AA49CH04-Olinto ARI 13 July 2011 14:26

developed in the case of a pulsar wind by Buckley (1977) and by Contopoulos & Kazanas (2002).
A detailed discussion of magnetar winds is also made by Arons (2003).

Other acceleration mechanisms have been proposed and may contribute to the acceleration of
cosmic rays in the Galaxy. These include a variety of second-order processes and many of them can
be observed to operate in solar physics. However, they are believed to be too slow to be relevant
to the acceleration of UHECRs.

6. CANDIDATE SOURCES AND THEIR SIGNATURES
The requirements for astrophysical objects to be sources of UHECRs are quite stringent. After
reviewing some of the basic requirements in Section 6.1, we briefly discuss plausible sources
such as accretion shocks in large-scale structures (Section 6.1.1), AGN (Section 6.1.2), GRBs
(Section 6.1.3), and neutron stars or magnetars (in Section 6.1.4). For these different classes of
candidate sources, we discuss the possibility of locating the sources with UHECR observations
in Section 6.2 and review possible ways of discovering the sources with secondary photons and
neutrinos in Section 6.3.

6.1. Candidate Source Requirements
The Larmor radius, rL = E/Ze B ∼ 110 kpc Z−1(µG/B)(E/100 EeV), of UHECRs in Galactic
magnetic fields is much larger than the thickness of the Galactic disk. Thus, confinement in the
Galaxy is not maintained at the highest energies, motivating the search for extragalactic sources.
Requiring that candidate sources be capable of confining particles up to Emax translates into a
simple selection criterium for candidate sources with magnetic field strength B and extension
R (Hillas 1984): rL ≤ R, i.e., E ≤ Emax ∼ 1 EeV Z (B/1 µG)(R/1 kpc). Figure 8 presents the
so-called Hillas diagram, where candidate sources are placed in a B−R phase-space, taking into
account the uncertainties on these parameters. Most astrophysical objects do not even reach
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Figure 8
Updated Hillas
(1984) diagram.
Above the dark blue
lines, protons can be
confined to energies
above Emax =
1021 eV. Above the
red line, iron nuclei
can be confined
to energies above
Emax = 1020 eV.
The most powerful
candidate sources
are shown with
the uncertainties
in their parameters.
Abbreviations:
AGN, active
galactic nuclei; GRB,
gamma-ray burst;
IGM, intergalactic
medium; SNR,
supernova remnant.
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Xmax measurements above 1017 eV Alessio Porcelli

Figure 4: The mean (left) and standard deviation (right) of measured Xmax distributions of the two indepen-
dent datasets: HeCo (blue circles) and the standard FD (red squares).

Figure 5: The mean (left) and the standard deviation (right) of the measured Xmax distributions (combining
HeCo and standard datasets) as a function of energy compared to air-shower simulations for proton and iron
primaries.

2.4 Results and Interpretation

In Figure 4 the Xmax moments estimated using HeCo and the standard FD datasets are com-
pared. While hXmaxi differs by ⇠ 7 g cm�2 between datasets (within the uncorrelated systematics
of the two analyses), the second moments s(Xmax) are found to be in a good agreement. For the
combination of the datasets the HeCO hXmaxi is shifted by +7 g cm�2 and the resulting hXmaxi and
s(Xmax) are shown in Figure 5.

Between 1017.0 and 1018.3 eV hXmaxi increases by around 85 g cm�2 per decade of energy
(Figure 5, left). This value, being larger than the one expected for a constant mass composition
(⇠ 60 g cm�2/decade), indicates that the mean primary mass is getting lighter. Around ⇡ 1018.3 eV
the observed rate of change of hXmaxi becomes significantly smaller (⇠ 26 g cm�2/decade) indi-
cating that the composition is becoming heavier. The fluctuations of Xmax (Figure 5, right) start to
decrease at around the same energy ⇡ 1018.3 eV.

The mean value of lnA and its variance s

2(lnA), determined from Equations (1.1) and (1.2),

45

Composition

• Proton @ E~ EeV, 
• gradually becomes heavier for higher energy
• Data is consistent for two experiments,  

but interpretation can be changed by analysis

(E > 1018.2 eV). Figs. 25–29 show the distributions in bins of width
0.2 in log10ðEÞ. There are at least 68 events in each bin. All bins with
E > 1019 eV are combined due to low statistics. For each energy bin
the data is in good agreement with the proton MC. The binned
maximum likelihood estimated chi-squared test values [23], for
each pair of distributions, are shown on each plot. The proton com-
parisons are in much better agreement, than iron, with the data
over the entire energy range. This agreement extends over a vari-
ety of hadronic models, as far as the elongation rate is concerned
(see Fig. 30).

Note that, since the estimated systematic uncertainty (at
Energy = 1019) of the mean Xmax is 16.3 g/cm2 and the statistical
uncertainty resulting from the linear fit (as shown in Fig. 23) is
9.4 g/cm2, both QGSJET-I-c and QGSJET-II-03 are in reasonable
agreement with the data, for a light, largely protonic, composition.
The SIBYLL 2.1 model [31] for protons is 20–30 g/cm2 deeper than
the data elongation rate. If the SIBYLL 2.1 model is correct, it would
require an admixture of alpha particles, and CNO nuclei to the pro-
tons to describe the data precisely. More recent hadronic models

are in progress. A recent monocular FD composition study shows
that, when compared to SIBYLL 2.1, QGSJETII-04 is only #2 g/cm2

shallower, and EPOS-LHC is expected to give a 20 g/cm2 deeper
Xmax result [32].

The PAO results indicate an RMS narrowing of the Xmax distribu-
tion relative to expectations for protons, at energies greater than
1018.5 eV. At the current level of statistics this paper cannot sup-
port, or rule out, such an effect because of statistical sampling bias,
particularly at the highest energies. Definitive statements about
this claim await the completed analysis of additional hybrid data
from the Black Rock and Long Ridge fluorescence detector sites,
as well as purely stereo data from all three sites.

9. Conclusion

The importance of this paper is in its use of fluorescence detec-
tors, identical to HiRes, with a hybrid reconstruction technique.
The HiRes composition result used a stereo reconstruction method,
while this paper uses a hybrid technique, similar but not identical,
to one used by the PAO group. It is therefore important that the
current hybrid TA data is in good agreement with the HiRes results,
as this indicates that differences in aperture, reconstruction, and
modeling by Monte Carlo simulations do not lead to any significant
systematic differences in the final physics result in the case of
identical fluorescence detectors.

The measured average Xmax at 1019 eV is 751 $ 16.3 sys. $ 9.4
stat. g/cm2 and the elongation rate is 24.3$ 3.8 sys.$ 6.5 stat. g/cm2.
Assuming a purely protonic composition, taking into account all
reconstruction and acceptance biases (using the QGSJETII-03 model),
we would expect the average Xmax at 1019 eV to be 763 g/cm2 and the
elongation rate to be 29.7 g/cm2 per energy decade.

Considering the fact that TA hybrid, and PAO hybrid data, have
different acceptances, and analysis techniques, a direct comparison
of the results can be misleading. Detailed comparisons, using a set
of simulated events from a mix of elements that are in good agree-
ment with the PAO data, are in progress [33]. Such a mix can be
input into the TA hybrid simulation, and reconstruction programs,
and the result will be a prediction of what TA should observe given
a composition inferred from PAO data. A direct comparison with
the TA data can then be made. Since this work is in progress, we
simply remark that a light, nearly protonic, composition is in good
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Fitting requirement

• Emax,p ~ 6 EeV
• Hard source spectrum: s ≲ 1
• Abundance for Auger data:  

much heavier than the Galactic composition ratio
• Need another EeV component

source evolution (n ¼ 0). In this case, the best fit is found
for sources which inject a large fraction of helium
(fHe ¼ 0.53) and particles in the nitrogen group
(fN ¼ 0.29), along with smaller but non-negligible quan-
tities of protons (fp ¼ 0.17) and very few heavier nuclei
(fSi ¼ 0.0, fFe ¼ 0.01). As mentioned in the Introduction,
the injected spectrum is very hard in this model, with an
index of α ¼ 1.1 and EFe;max ¼ 1020.2 eV. This is in

considerable contrast to the softer spectra generally
predicted by Fermi acceleration, α≃ 2. The results for
the best-fit model with no source evolution are shown
in Fig. 1.
We also find good fits for positive (n ¼ 3) and negative

(n ¼ −3 and −6) source evolution as shown in the other
panels of Fig. 1, in each case favoring models with
large fractions of helium and nitrogen at injection and
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FIG. 1 (color online). The best-fit models for a source evolution model dN=dVC ∝ ð1þ zÞn, up to zmax ¼ 3, with different indices:
n ¼ 3, n ¼ 0, n ¼ −3 and n ¼ −6 from top to bottom. In the left frame, we compare the total predicted UHECR spectrum to that
measured by the Pierre Auger Observatory. The dashed and dotted curves in this frame denote the contribution from individual nuclear
mass groups. In the middle and right frames, we compare the prediction of this model to the depth of shower maximum (Xmax) and its
rms variation, again as measured by Auger [4].
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Espresso Acceleration

• Re-acceleration of galactic CRs by AGN jets 
—> composition & spectrum is well fitted

• However, this model require extremely strong jets 
—> No source inside the UHECR horizon

acceleration (e.g., Caprioli & Spitkovsky 2014a); in relativistic
flows, instead, diffusive acceleration may be quite suppressed
(see, e.g., Sironi & Spitkovsky 2011), and different mechan-
isms are needed to produce energetic particles.

Let us consider a relativistic flow with Lorentz factor Γ and
velocity xc ˆb in the laboratory frame, and a particle with initial
energy Ei and momentum

p E , 1 , 0 , 3i i i i
2( ) ( )m m- -�

where pp ;x ∣ ∣m º once in the flow, its energy in the flow frame
is

E E p E 1 . 4xi i i, i i( ) ( ) ( )b bm¢ = G - = G -

If the particle gyrates around the comoving magnetic field B¢
before leaving the flow, its final energy and flight direction
can be written as E Ef i¢ = ¢ and p E ,xf f, im¢ º ¢ ¢ which in the
laboratory frame become

E E 1 1 ,
1

. 5f
2

i i f f
f

f
( )( ) ( )bm bm m

m b

bm
= G - + ¢ =

¢ +

+ ¢

If μf = μi, the particle energy is unchanged, but typically
,f im m¹ which implies Ef ; Γ2Ei, similar to a Compton

scattering against a relativistic magnetic wall. This phenom-
enon, which is independent of where particles enter/leave the
flow, is well known for relativistic shocks: the energy gain is
∼2Γ2 in the first upstream–downstream–upstream cycle (μi ;
−1, μf ; 1), but 2 in the following ones because particles are
re-caught by the shock with μ  1–1/Γ ∼ μf (Achterberg
et al. 2001).

Let us consider a particle with ing G� entering the flow
with μi = 0, corresponding to ,im b¢ = - and assume
B zB¢ = - ¢ . In the flow frame, the particle performs a Larmor
gyration with frequency Ω′ ≡ eB′/(γinΓmc) and in turn
(Equation (5)):

E
E

t t1 cos sin . 6f

i

2 2 ( )⎡
⎣⎢

⎤
⎦⎥b

b
G - W¢ ¢ +

G
W¢ ¢�

The total energy gain depends on the phase
t mod 2( )j p¢ º W¢ ¢ when the particle leaves the flow: it is

maximum (2Γ2) for 2,fj p¢ = and ∼Γ2 for 2, 3 2 .f [ ]j p p¢ Î
A boost of ∼Γ2 in the laboratory requires the particle to stay in
the flow for Tacc  Γπ/(2Ω′) during which it travels a distance

D T c
B

4 kpc
5 10

, 7acc acc
f

9
G

( )g
»

´ ¢m
�

with γf ≡ γinΓ
2 ∼ 5 × 109 the maximum UHECR Lorentz

factor. In reality, since relativistic flows diverge and the
magnetic field drops (B′ ∼ few G xpc

1- in blazar jets, e.g.,
O’Sullivan & Gabuzda 2009), particles eventually escape,
either because they reach the termination shock or because the
condition in Equation (2) is violated. Also, the expected radial
dependence of the toroidal magnetic field induces an axial B� –

drift toward the flow head.
In realistic flows, we can assume that the orbit is generally

truncated with a random phase ,fj¢ which leads to an average
energy gain E Ef i

2
f

á ñ = Gj¢ (Equation (6)). Figure 1 shows the
sketch of a possible particle trajectory in a conical (expanding)

jet. Exact trajectories in realistic velocity/magnetic profiles of
AGN jets will be presented in a forthcoming publication, but
we anticipate that ∼Γ2 energy gains are indeed common in
astrophysical jets.
UHECR acceleration via such a one-shot (espresso)

mechanism thus requires either ultra-relativistic flows with Γ
 105 or moderate Lorentz factors and pre-accelerated
particles. We now consider the case of AGN jets reaccelerating
energetic CR seeds.

3.1. “Seeds”

Galactic CRs accelerated in SNRs (Morlino & Caprioli 2012;
Ackermann et al. 2013) represent natural seed candidates. The
maximum energy Emax ≈ a few Z PeV (the CR “knee”) is
achieved before the SNR enters the Sedov stage (t ≈ tS) when
the shock velocity VS starts to decrease because of the inertia of
the swept-up material (Blasi et al. 2007). Emax can be estimated
by equating tS and the acceleration time tacc, which scale as

t
E

BV
t

V

M
V

E
M

;
1

;
2

, 8acc
max

S
2 S

S

ej
S

SN

ej
3 ( )

r
µ µ »

where ESN and Mej are the SN ejecta kinetic energy, and mass
and ρ and B are the circumstellar density and magnetic field;
we have also used Bohm diffusion to derive tacc (see Caprioli &
Spitkovsky 2014b, 2014c for a justification of this assumption
based on ab initio simulations). Finally, we have

E ZB Z T , 9max
1 3 1 6

vir ( )r rµ µ-

where we also assumed equipartition between thermal and
magnetic pressures (as in the Milky Way), i.e., B2 ∝ ρT, with a
typical temperature T of the order of the virial temperature Tvir.
Since the dependence on ρ is very weak, and since Tvir is
proportional to the total galactic mass, which does not differ
greatly from galaxy to galaxy, Emax is expected to be roughly
the same for any SNRs expanding in the interstellar medium.
For core-collapse SNe, instead, Emax is achieved while the
shock is still propagating in the wind launched in the pre-SN
stages (Bell et al. 2013; Cardillo et al. 2015), which should be
independent of the properties of the galaxy. We conclude that
the maximum energy of CRs accelerated in SNRs should be

Figure 1. Schematic trajectory of a galactic CR reaccelerated by a relativistic
jet (not in scale). The total acceleration due to the motional electric field does
not depend on the exact trajectory: a rotation π/2 around the jet magnetic
field is sufficient to achieve a ∼Γ2 boost (Equation (6)).
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rather universal and correspond to the CR knee in the
Milky Way.

3.2. “Steam”

Let us consider a galaxy that hosts a powerful active nucleus
launching a relativistic jet with Γ ≈ 30 and an opening angle of

2 ,JD » n which propagates for Hj ∼ several kpc through
diffuse galactic CRs. The typical gyroradius of knee nuclei

E ZB1 pc PeV G
1( )~ m

- is much smaller than the transverse size of
the jet (R Hj j J» D ), but larger than the jet boundary layer
whose thickness is determined by small-scale plasma
processes.

We now estimate the fraction of galactic CRs that can
percolate through the jet’s lateral surface. If NCR˙ is the CR
production rate in the galactic disk of radius Rg, the CR flux in
the halo reads N R2 ,CR CR g

2˙ ( )pF � and the number of CRs
entering the two jets is N H2 .j CR j

2˙ p JF D� Finally, the fraction
of galactic CRs that can be espresso-accelerated is
N N H R3.5% 2 .j CR j g

2˙ ˙ ( ) ( )JD n� Extended jets with Hj ∼
Rg, can boost a few percent of the knee nuclei by a factor of Γ2

≈ 103, producing UHECRs with energies beyond
5Z × 1018 eV, and in particular iron nuclei with energies
1020 eV. Also CR electrons, whose Galactic spectrum is cut
off around 1 TeV, may be reprocessed via the same mechan-
ism; however, it is not obvious that even TeV electrons have
gyroradii large enough to penetrate into the jet and, in general,
radiative losses should prevent them from being accelerated to
very high energies.

3.3. Spectrum and Chemical Composition

A natural prediction of the proposed mechanism is that the
chemical composition of galactic-like CRs, which is increas-
ingly heavy above 1013 eV and dominated by iron nuclei
around 1017 eV (e.g., Kampert & Unger 2012), should be
mapped into UHECRs. This scenario is supported by recent
Auger observations, which suggest a proton-dominated flux at
1018 eV and a heavier composition at higher energies (Aab
et al. 2014a). In particular, the composition is nitrogen-like at
∼4 × 1019 eV, whereas the limited statistics do not yet allow
conclusive measurements at higher energies; the inferred trend
does not exclude an iron contribution above 1020 eV. These
results are not inconsistent with the Telescope Array’s report of
a pure proton composition if the different apertures, event
selection cuts, and Monte Carlo models are taken into account
(Pierog 2013). With adequate statistics, the Telescope Array
should be able to distinguish between a proton-only and the
Auger mixed composition (see, e.g., Abbasi et al. 2015).
Energy fluxes of Galactic CRs can be parameterized as

E K
E E

Z10 eV
exp

10 eV
, 10s s

q

s
12 15

s

( ) ( )⎜ ⎟⎛
⎝

⎞
⎠

⎛
⎝⎜

⎞
⎠⎟f = -

´

-

where CR species (s = H, He, C/N/O, Mg/Al/Si, Fe) are
grouped according to their (effective) charge Zs = 1, 2, 7, 13,
26 and atomic mass As = 1, 4, 13, 27, 56; their abundances are
tuned to the ones measured at 1012 eV, namely KH ≈
0.15 m−2 s−1 sr−1, Ks/KH ≈ 1, 0.46, 0.30, 0.07, 0.14, and qH
≈ 2.7 and q 2.6s H »¹ (e.g., Hörandel 2003; Caprioli
et al. 2011; Kampert & Unger 2012). We use these simplified
scalings, which capture the essential features of the most
abundant species in Galactic CRs, as proxies for CR seeds in
other galaxies as well. Interestingly, the CR spectrum
reprocessed by AGN jets may be flatter than the one inside
the galaxy. SNRs inject CRs in the disk (z= 0) with a spectrum
finj(E) ∝ E− γ, propagate in the halo (of thickness H ≈
3–5 kpc) with a diffusion coefficient D(E) ∝ E δ, where δ ≈ 0.5,
and escape after a time τdiff ∼ H2/D(E). The solution of the
diffusion equation (e.g., Lipari 2014) returns an equilibrium
spectrum of feq ∝ E− γ − δ ∼ E−2.7 for z H,∣ ∣ < and

D E Ez z Heq( ) ∣f fµ ¶ µ g
=

- for z H.∣ ∣ > Moreover, if the
host galaxy is very dense (such that spallation losses dominate
over diffusive escape), one finds equilibrium spectra of feq ∝
E− γ, and high-galactic-altitude spectra as flat as Eµ g d- +

(Cardillo et al. 2015). It is hence possible for extended jets to
sweep up CR seeds with relatively flat spectra. Finally, energy-
dependent percolation into the jet (and possibly seed accelera-
tion at the boundary layer: see Ostrowski 1998, 2000) may lead
to flatter injection spectra with a low-energy cut-off determined
by the minimum energy for which CRs can enter the jet.
To calculate the spectra produced via espresso acceleration,

we take galactic-like CRs with the composition in Equation (10)
and with fiducial injection spectra fs(E) ∝ E−2 and boost them
in energy by a factor of Γ2 ≈ 103. Note that reproducing
UHECR spectra and composition only requires the reaccelera-
tion of CRs with rigidities about one decade below the knee.
The overall UHECR normalization is chosen in order to
reproduce the observed fluxes, and is consistent with the
efficiency outlined above. There is a rising consensus (Gaisser
et al. 2013; Aloisio et al. 2014; Taylor 2014) that an additional

Figure 2. Top panel: particle fluxes above 1015 eV for different species as in
the legend. Dashed lines correspond to CRs accelerated in SNRs and solid lines
to UHECRs produced via espresso acceleration in AGN jets with Γ ≈ 30. The
dotted line indicates the extra “EeV component” (see text). Bottom panel:
predicted average atomic mass A as a function of energy; dashed lines
correspond to the elements of the top panel. Colored bands represent data from
various experiments (Kampert & Unger 2012; Gaisser et al. 2013; Aab
et al. 2014a, 2014b and references therein).
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Anisotropy

• weakly clustering, but not statistically significant
• the result of cross correlation analysis is consistent 

with isotropic arrival   —>   Nsource ≳ 10-6 Mpc -3
• Luminous sources are disfavored

Auger: Galactic coordinate

level of correlation was -
+(38 )6

7 % in Abreu et al. (2010) and
(33± 5)% in Kampert et al. (2012).

Here we update this analysis, for historical reasons, by using
the vertical data set described in Section 2 and the VCV catalog
used in Abraham et al. (2007). Excluding Period I, there are
146 events above 53 EeV: 41 events correlate with VCV
AGNs, with the angular and distance parameters fixed by the
exploratory scan. The updated fraction of correlations is then
(28.1-

+ )3.6
3.8 %, which is two standard deviations above the

isotropic expectation of 21%. On the other hand, note that since
the VCV correlations involve many different regions of the sky
(besides the fact that CRs with different energies have
significant time delays), so an explanation of the reduced
correlation found after 2007 in terms of a transient nature of the
signal would not be natural. Hence, the high level of correlation
found initially was probably affected by a statistical fluctuation.
We conclude that this particular test does not yield a significant
indication of anisotropy with the present data set.

4. GENERAL ANISOTROPY TESTS

4.1. Search for a Localized Excess Flux over the Exposed Sky

A direct analysis of cosmic ray arrival directions is the blind
search for excesses of events over the visible sky. To this aim,
we sample the exposed sky using circular windows with radii
varying from 1° up to 30°, in 1° steps. The centers of the
windows are taken on a 1° × 1° grid. The energy threshold of
the events used to build the maps is varied from 40 EeV up to
80 EeV in steps of 1 EeV. To detect an excess, for every
window and energy threshold we compare the number of
observed events, nobs, with that expected from an isotropic flux
of cosmic rays, nexp. For each sky direction, the expected
number of events for an isotropic distribution is obtained by
numerically integrating the geometric exposures in the
corresponding windows. We use the total number of vertical
and inclined events to normalize the relative exposures of the
two samples. Note that since the triggering is different in the
two cases, this fraction is non-trivial.

For each window, we calculate the binomial probability, p,
of observing by chance in an isotropic flux an equal, or larger,
number of events than that found in the data. We find the
minimum probability, = ´ -p 5.9 10 6, at an energy threshold
of 54 EeV and in a 12°-radius window centered at right
ascension and declination a d = n - n( , ) (198 , 25 ), i.e., for
Galactic longitude and latitude = - ◦ ◦ℓ b( , ) ( 51 .1, 37 .6), for
which =n n 14 3.23obs exp . The map of the Li–Ma (Li &
Ma 1983) significances of the excesses of events with ⩾E 54

EeV in windows of 12° radius is shown in Figure 1. The
highest significance region just discussed, having a Li–Ma
significance of 4.3σ, is indicated with a black circle. It is close
to the Super-Galactic Plane, indicated with a dashed line, and
centered at about 18° from the direction of Cen A, indicated
with a white star. One should note that although the effect of a
turbulent magnetic field would just be to spread a signal around
the direction toward the source, a regular field that is coherent
over large scales would give rise to a shift in the excess in a
direction orthogonal to that of the magnetic field, with the size
of both effects being energy dependent.
To assess the significance of this excess, we simulated

10,000 sets of isotropic arrival directions containing the same
number of events as the data set. In doing so, we keep the
original energies of the events and assign to them random
arrival directions according to the geometric exposure,
choosing randomly between vertical and inclined events
according to their relative exposures. We apply to the simulated
sets the same scans in angle and energy as those applied to the
data. We find that values smaller than = ´ -p 5.9 10 6 are
obtained in 69% of isotropic simulations, and hence the excess
found in the data turns out to be compatible with the maximum
excesses expected in isotropic simulations. We note that in the
region of the hot spot reported by the Telescope Array
Collaboration (Abbasi et al. 2014a), a 20° radius circular
window centered at a d = ◦ ◦( , ) (146 .7, 43 .2) which is partially
outside our field of view, we would expect to see 0.97 events
with >E 53 EeV if the distribution were isotropic; one event is
observed.

4.2. The Autocorrelation of Events

Another simple way to test the clustering of arrival directions
is through an autocorrelation analysis, which is particularly
useful when several sources lead to excesses around them on a
similar angular scale. With this method, one looks for excesses
in the number of pairs of events, i.e., excesses of “self-
clustering,” namely, we count the number of pairs of events,

yN E( , )p th , above a given energy threshold, Eth, that are within
a certain angular distance, ψ. We do this at different energy
thresholds, from 40 up to 80 EeV (in steps of 1 EeV) and we
look at angular scales from 1° up to 30° (in steps of 0◦. 25 up to
5°, and of 1° for larger angles). To identify an excess, we
compare the observed number of pairs with that expected from
an isotropic distribution having the same number of arrival
directions above the corresponding energy threshold. For each
energy threshold and angle we then calculate the fraction of
isotropic simulations having an equal number of, or more pairs
than the data, yf E( , )th .
The result is shown in Figure 2 as a function of the angular

distance and the energy threshold. The color code indicates the
values obtained for f. The white cross corresponds to the
parameter values leading to the minimum value of this fraction,

=f 0.027min , which happens for y = ◦1 .5 and =E 42th EeV.
For these parameters, 30 pairs are expected, on average, for
isotropic simulations, while 41 are observed in the data. We
calculate the post-trial probability for this excess, P, as the
fraction of isotropic simulations that under a similar scan over
Eth and ψ lead to a value of fmin smaller than the one obtained
with the data. The resulting value, �P 70%, indicates that the
autocorrelation is compatible with the expectations from an
isotropic distribution of arrival directions.

Figure 1. Map in Galactic coordinates of the Li–Ma significances of
overdensities in 12°-radius windows for the events with ⩾E 54 EeV. Also
indicated are the Super-Galactic Plane (dashed line) and Centaurus A
(white star).
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(a) (b)

(c) (d)

Figure 1. Aitoff projection of the UHECR maps in equatorial coordinates. The solid curves indicate the galactic plane (GP) and supergalactic plane (SGP). Our FoV
is defined as the region above the dashed curve at decl. = −10◦. (a) The points show the directions of the UHECRs E > 57 EeV observed by the TA SD array,
and the closed and open stars indicate the Galactic center (GC) and the anti-Galactic center (Anti-GC), respectively; (b) color contours show the number of observed
cosmic-ray events summed over a 20◦ radius circle; (c) number of background events from the geometrical exposure summed over a 20◦ radius circle (the same color
scale as (b) is used for comparison); (d) significance map calculated from (b) and (c) using Equation (1).

The event selection criteria above are somewhat looser
than those of our previous analyses of cosmic-ray anisotropy
(Fukushima et al. 2013) to increase the observed cosmic-ray
statistics. In our previous analyses, the largest signal counter
is surrounded by four working counters that are its nearest
neighbors to maintain the quality of the energy resolution and
angular resolution. Only 52 events survived those tighter cuts.
When the edge cut is abolished from the analysis (presented
here) to keep more cosmic-ray events, 20 events with E >
57 EeV are recovered compared with the tighter cut analysis.
A full Monte Carlo (MC) simulation, which includes detailed
detector responses (Abu-Zayyad et al. 2013a), predicted a 13.2
event increase in the number of events. The chance probability of
the data increment being 20 as compared to the MC prediction
of 13.2 is estimated to be 5%, which is within the range of
statistical fluctuations. The angular resolution of array boundary
events deteriorates to 1.◦7, compared to 1.◦0 for the well contained
events. The energy resolution of array boundary events also
deteriorates to ∼20%, where that of the inner array events is
∼15%. These resolutions are still good enough to search for
intermediate-scale cosmic-ray anisotropy. One final check is that
when we calculate the cosmic-ray spectrum using the loose cuts
analysis, the result is consistent with our published spectrum.

4. RESULTS

Figure 1(a) shows a sky map in equatorial coordinates of
the 72 cosmic-ray events with energy E > 57 EeV observed
by the TA SD array. A cluster of events appears in this
map centered near right ascension ∼150◦, and declination
∼40◦, with a diameter of ∼30◦–40◦. In order to determine the
characteristics of the cluster, and estimate the significance of
this effect, we choose to apply elements of an analysis that
was developed by the AGASA collaboration to search for large-

size anisotropy (Hayashida et al. 1999a, 1999b), namely to use
oversampling with a 20◦ radius. Being mindful that scanning
the parameter space of the analysis causes a large increase in
chance corrections, we have not varied this radius. The TA
and HiRes collaborations used this method previously (Kawata
et al. 2013; Ivanov et al. 2007) to test the AGASA intermediate-
scale anisotropy results with their data in the 1018 eV range.
The present letter reports on an extension of this method with
application to the E > 57 EeV energy region.

In our analysis, at each point in the sky map, cosmic-
ray events are summed over a 20◦ radius circle as shown in
Figure 1(b). The centers of tested directions are on a 0.◦1 × 0.◦1
grid from 0◦ to 360◦ in right ascension (R.A.) and −10◦–90◦ in
declination (decl.). We found that the maximum of Non, the
number of observed events in a circle of 20◦ radius is 19
within the TA FoV. To estimate the number of background
events under the signal in Non, we generated 100,000 events
assuming an isotropic flux. We used a geometrical exposure
g(θ ) = sin θcos θ as a function of zenith angle (θ ) because
the detection efficiency above 57 EeV is ∼100%. The zenith
angle distribution deduced from the geometrical exposure is
consistent with that found in a full MC simulation. The MC
generated events are summed over each 20◦ radius circle in the
same manner as the data analysis, and the number of events in
each circle is defined as Noff . Figure 1(c) shows the number of
background events Nbg = ηNoff , where η = 72/100,000 is the
normalization factor.

We calculated the statistical significance of the excess of
events compared to the background events at each grid point of
sky using the following equation (Li & Ma 1983):

SLM =
√

2
[
Nonln

(
(1 + η)Non

η(Non + Noff)

)
+ Noff ln

(
(1 + η)Noff

Non + Noff

)]1/2

.

(1)
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Purpose
• Re-cycling galactic CRs  works for the composition  

—> consider AGN Jets
• Harder spectrum is required  

—> Shear acceleration
• High source density is favorable from anisotropy constraints 

—> FR-I galaxies

Consider recycling galactic cosmic rays 
by shear acceleration in the FR-I radio galaxies
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Shear Acceleration
• region 1 & 3:   

tail-on collision  
—> E ⤵

• region 2 & 4: 
head-on collision  
—> E ⤴
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focus on the direct e†ects of the magnetic shear, we assume
that the kinks are ““ cold,ÏÏ meaning that they have no sto-
chastic motion. The validity of this assumption will be
investigated later when we consider the consequences of
replacing the cold kinks with propagating, stochastic MHD
waves. Although our speciÐc application involves the accel-
eration of protons in a corona overlying the disk, our dis-
cussion of the shear acceleration mechanism will remain
general at this point.

2.1. Fermi Acceleration in Shear Flows
A qualitative argument for the second-order nature of the

Fermi acceleration mechanism operating in a shear Ñow
can be constructed as follows. Consider a proton originat-
ing in the (stationary) middle layer in Figure 1 and experi-
encing a subsequent collision with a scattering center (cold
magnetic Ðeld kink) located in quadrant 2. Since this is an
approaching collision, the proton will gain energy. Con-
versely, the corresponding collision in quadrant 1 is an
overtaking one, and therefore the proton will lose energy in
this case. Following this chain of logic for the other two
quadrants, we conclude that to Ðrst order in the relative
shear velocity between successive scattering centers, *v,
there is no mean gain or loss of energy for the incident
proton. However, the approaching collisions take place
on a shorter timescale than the overtaking ones, and there
fore, to second order in *v, acceleration dominates over
deceleration.

The theoretical basis for second-order Fermi acceleration
due to collisions with scattering centers embedded in a
shear Ñow has been examined in the context of cosmic-ray
energization by Earl, Jokipii, & MorÐll (1988) and by
Webb, Jokipii, & MorÐll (1994), and the application to acc-
retion Ñows has been discussed by Katz (1991). Typically,
second-order Fermi acceleration occurs when particles
interact with randomly moving scattering centers, whereas
the interaction of particles with systematically moving scat-
tering centers (e.g., in a converging Ñow) usually results in
Ðrst-order Fermi acceleration. In our situation, the scat-
tering centers (kinks in the tangled magnetic Ðeld) are
embedded in a systematic (Keplerian) Ñow, and are cold (no
stochastic motion). Nonetheless, as discussed above, the
interaction results in a mean fractional energy gain per scat-

FIG. 1.ÈSchematic depiction of second-order Fermi acceleration
resulting from an average collision between a proton originating at the
(stationary) origin and a scattering center (cold magnetic kink) located in
one of the four quadrants. The solid circle at the center represents the
incident proton, and the open circles in the four quadrants represent the
scattering centers, which move with the velocity of the shear Ñow.

tering *v/v P *v2, where v is the proton energy. The accel-
eration mechanism considered here is therefore hybrid in
nature, since it is a second-order process operating in a sys-
tematic background Ñow.

When the scattering centers are contained in a Keplerian
shear Ñow, the mean fractional energy gain per scattering is
given by

*v
v D

A*vÕ
c
B2 \Aj8

c
dvÕ
dR
B2

, (2.1)

where is the mean free path the collisions between protonsj8
and magnetic scattering centers, c is the speed of light, vÕdenotes the Keplerian orbital velocity, and *vÕ 4 j8 (dvÕ/dR)
gives the characteristic relative shear velocity between suc-
cessive scattering centers. In this type of situation, we can
model the di†usion of the protons in energy space using a
simple transport equation of the form

Lf
Lt

\ [ 1
v2

L
Lv
A[ v2D

Lf
Lv
B

, (2.2)

where D is the energy di†usion coefficient and the distribu-
tion function f is related to the ion number density N and
energy density U by

N \P
mp c2

= v2f dv (cm~3) , (2.3)

U \P
mp c2

= v3f dv (ergs cm~3) , (2.4)

with denoting the proton mass. Note that equation (2.2)m
pconsiders only di†usion in energy space and ignores spatial

transport. We will have occasion later in the paper to
replace the lower bound of integrals like those in equations
(2.3) and (2.4) with zero, because the mathematical structure
of the relevant equations will allow for the di†usion of par-
ticles to negligibly small energies. We will not, however, be
making a serious error by adopting a lower bound of zero
in such situations, because we will be dealing with rela-
tivistic proton distributions containing very few particles
with energies close to m

p
c2.

2.2. Energy Di†usion Coefficient
We can quantify the energy di†usion coefficient D intro-

duced in equation (2.2) by relating it to the fractional energy
change per scattering given by equation (2.1). Using equa-
tion (A2) in the Appendix A we express the mean ener-
gization rate due to shear acceleration for protons with
energy v as

Sv5 shearT \ 1
v2

d
dv (v2D) \ 4vD , (2.5)

where we have adopted the form for the energy di†usion
coefficient

D(v) \ Dv2 (ergs2 s~1) (2.6)

with D \ constant, which is appropriate for cases involving
an energy-independent magnetic scattering cross section.
Note that as is typical of Fermi processes. WeSv5 shearT P v,
can write another expression for the acceleration rate based

For continuous shear layer, distribution function diffuses in p space

timescale of pitch angle scattering is much shorter than the
diffusion timescale in configuration space.

Since the momentum distribution is isotropic, we can write
( ) ( )=pf f p , where ∣ ∣= pp . Below, we show that the

evolution of f(p) obtained by our simulations is well described
by the diffusion equation in momentum space:

( ) ( ) ( ) ˙ ( )¶
¶

=
¶
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¶
¶
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⎝⎜
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f
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, 22p2
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where Dp is the diffusion coefficient in momentum space,
( ) ( )= +t C L D0.5 2x xesc esc

2 2 is the escape time, and
˙ ( ) ( )d d= -f N t p ppinj 0 is the injection term. We write

g= =p E c mcp because CRs are ultrarelativistic. Equa-
tion (22) is expected to describe the evolution of the
distribution function when the fractional energy change per
scattering is small.

To calculate the evolution of f(p) using Equation (22), we
estimate the diffusion coefficient in momentum space Dp from
our simulation results. The diffusion coefficient is likely to be
represented as

( )d
d

=
á ñ

D A
p

t
, 23p

p
2

where ( ) ( )d d= + -p p t t p t and A is the numerical factor.
We estimate Dp using the momentum bins defined in the
previous subsection. Although =A 1 6 when we consider the
isotropic random walk in three-dimensional space, the values of
A are not obvious due to the dependence of Dp on p. In fact, the
values of A are different among the models (see Table 2). We

plot d dá ñp tp
2 for model A1 in Figure 7. We can fit d dá ñp tp

2

by a power-law function, ( )d dá ñ µp t p pp
q2

0 , for all of the
models. The resultant q is tabulated in Table 2.
We compute A as follows. If the temporal evolution of f(p) is

described by Equation (22), then the temporal evolution of the
averaged momentum ˙á ñp p is written as (see Becker et al. 2006)

˙
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where we use Equation (22) and ignore the terms ḟinj and
( )f p tesc. Integrating this equation by part twice, we obtain
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Writing ( )=D D p pp
q

0 0 , p=dN dp p f4 2 , and x=p p0 , we
obtain
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We compute D0 taking the time average of this equation over
the whole calculation time. We tabulate the values of D0 and A
in Table 2, where D0 is normalized by =D p tp 0

2
gyro,0. Since

=D D t tp 0 accel gyro,0, where we define =t p Daccel 0
2

0, we find
that the acceleration time is about –10 103 4 times longer than the
gyro-period in our simulations.
We solve Equation (22) with Dp obtained using the above

procedure, and compare the distribution functions calculated by
Equation (22) to those obtained by the particle simulations. In
Figure 8, we plot f(p) of =t t100 gyro,0 and =t t400 gyro,0
calculated by both the simulation and the diffusion equation for
model A1. We find that the distribution functions of the
diffusion equation are always in agreement with those of the
particle simulation. We confirm that the diffusion equation
reproduces the evolution of the distribution function in all of
the models. We can conclude that the stochastic acceleration
inside the accretion flows can be described by Equation (22).
We also calculate the orbits of CRs with snapshots in

different times, =T T15 rot (model B1) and =T T25 rot (model
C1). The differences of the values in Table 2 among models
A1, B1, and C1 are less than 15%, which indicates that our

Figure 6. Momentum distribution of each direction for model A1. The thin
solid lines show the initial distribution. The solid, dashed, and dotted lines
show the final states of dN dp dN dp,x y, and dN dpz, respectively. The upper
and lower panels show the distribution in the shear frame and the lab frame,
respectively. The momentum distribution is isotropic in the shear frame while it
is anisotropic in the lab frame.

Figure 7. Momentum dependence of d dá ñp tp
2 for model A1. The points show

the simulation results, which can be fit by a power-law function, as shown by
the solid line.
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Shear Acceleration

• gyro radius > size of shear layer → discrete shear
• Discrete shear: no analytic formulation  

From MC simu., dN/dE ~ E0
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and, at larger perturbations, the regime allowing for formation
of a wide range power-law spectrum. As a conclusion of this
short review one should note that the present theory is unable
to predict the spectral index of particles accelerated at the rel-
ativistic shock wave, e.g., the possible range of indices arising
in computations for the sub-luminal shocks propagating in the
cold (e, p) plasma is 3.0 < σ < 4.5.

To date, there was somewhat superficial information on the
acceleration time scales, Tacc, in relativistic shocks as the ap-
plied approaches often neglected or underestimated a signifi-
cant factor controlling the acceleration process – the particle
anisotropy. The realistic particle distributions are considered
in Bednarz & Ostrowski (1996; see also Ellison et al. 1990
and Naito & Takahara 1995 for specific cases) who consid-
ered shocks with oblique, sub- and super-luminal magnetic field
configurations and with finite amplitude perturbations, δB. At
parallel shocks, Tacc diminishes with increasing perturbation
amplitude and the shock velocity U1. A new feature discovered
in oblique shocks is that due to the cross-field diffusion Tacc

can change with δB in a non-monotonic way. The acceleration
process at the super-luminal shock leading to the power-law
spectrum is possible only in the presence of a large amplitude
turbulence. Then, in contrast to the quasi-parallel shocks, Tacc

increases with the increasing wave amplitude. For mildly rela-
tivistic shocks, in some magnetic field configurations one dis-
covers a possibility to have extremely short acceleration time
scales, comparable, or even smaller than the particle gyroperiod
in the magnetic field upstream of the shock. It is also noted that
there exist a coupling between the acceleration time scale and
the resulting particle spectral index. Again, the above variety of
different results illustrates the difficulty in providing an accurate
acceleration time scale estimate without a detailed knowledge
of the conditions in the shock.

A discussion of UHE particle acceleration at mildly rela-
tivistic shocks formed at the powerful radio source hot spots
was presented by Rachen & Bierman (1993) and Sigl et al.
(1995). The partly qualitative considerations show a potential
difficulty in accelerating particles to the highest required en-
ergies. Besides the difficulties with the acceleration time scale
there are even more severe constraints for the particle energy
due to the boundary conditions: the finite perpendicular extent
of the jet and the finite extent of the shock’s downstream region
situated within the radio source hot spot. The considerations
of the time dependent acceleration at shocks described above
(Bednarz &Ostrowski 1996) allow for a very rapid acceleration
only in some particular conditions. One should also be aware of
the another problem. As discussed above, due to an anisotropic
particle distribution at the shock, the different physical factors
acting near it can substantially modify the particle energy distri-
bution. Thus, let us stress again, the theory is not able to predict
every particular spectral index for the accelerated particles (cf.
Ostrowski 1994, 1996) or any particular acceleration time scale
and any attempt to compare such existing predictions to the
observations bears a substantial degree of arbitrariness.

Fig. 1. A schematic representation of the terminal shock neighbour-
hood. The velocities and distances used in the text are indicated.

2.2. Acceleration process at the jet side boundary

A tangential discontinuity of the velocity field (or a shear layer)
occurring at the jet side boundary can be an efficient cosmic ray
acceleration site if the considered velocity difference,U , is rela-
tivistic and the sufficient amount of turbulence on its both sides
is present 2 (Paper I, Ostrowski 1997). If near the jet boundary
particles exist with gyroradii (or mean free paths normal to the
boundary) comparable to the actual thickness of the shear-layer
interface, the acceleration process can be very rapid. One may
note, that the particles with energies > 1 EeV, of interest here,
could satisfy the last condition naturally. Any high energy par-
ticle crossing the boundary from, say, region I (within the jet) to
region II (off the jet), changes its energy,E, according to the re-
spective Lorentz transformation. It can gain or loose energy. In
the case of a uniform magnetic field in region II, the successive
transformation at the next boundary crossing, II → I, changes
the particle energy back to the original value. However, in the
presence of perturbations acting at particle orbits between the
successive boundary crossings there is a positive mean energy
change:

< ∆E > = ρE (γu − 1) E , (1)

where γu ≡ (1−U2)−1/2 is the flowLorentz factor. The numer-
ical factor ρE depends on particle anisotropy at discontinuity.
2 For simplicity, we consider the magnetic field perturbations static

in the local plasma rest frame and thus we neglect any additional ac-
celeration due to the second-order Fermi process.
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Fig. 4. Comparison of particle spectra for different distances to the jet
side boundary for U1 = 0.5. The case with D = 0.97 and the seed
particle injection at the shock is considered. Three spectra are presented
for Lesc = 1.0: a.) Resc = 1.1, b.) Resc = 2.0, c.) Resc = 11.0,
and two additional spectra for Resc = 11.0: d.) Lesc = 10.0 and e.)
Lesc = 100.0.

tional to the particle momentum and the above ratio of diffusion
coefficients is constant. Further details of the simulations are de-
scribed in Appendix A.

At Fig-s 2-4, we consider particle spectra for the seed par-
ticle injection at the shock. The fixed spatial distances to the
escape boundaries are assumed, but the size of particle trajec-
tory defined by its gyroradius, as well as the spatial diffusion
coefficients, increase in proportion to the particle momentum.
As a result, the escape probability grows with particle energy
providing a cut-off in the spectrum. The energy scale of the
cut-off is different for the front boundary spectrum and the side
boundary spectrum, with the latter being often larger in our sim-
ulations. This difference can occur also in the case of numerical
experiments with the jet boundary acceleration turned off. It is
due to the fact that particles accelerated at the shock close to
the jet boundary have the opportunity to diffuse back upstream
across the static cocoon medium, to be accelerated again at the
shock and then escape through the side boundary. The differ-
ence between these two scales increases for example, with the
jet velocity, the extent of the diffusive cocoon, shifting the parti-
cle injection site upstream of the shock, increasing the effective
particle radial diffusion coefficient. However, one should note
that the role of the jet boundary acceleration is limited for the
seed particle injection at the shock in the presence of the nearby
front escape boundary (cf. Fig. 2, middle panel). As explained
below the situation will change drastically for the injection at
the jet boundary far upstream of the shock.

In the spectra presented at Fig. 2 three parts can be clearly
separated. The first one, with a wavy behaviour, reflects the
initial conditions of the mono-energetic injected spectrum in-
teracting with the accelerating surfaces – for the shock injection
only the shock acceleration is important in this range. In the re-
maining part of the spectrum, at energies directly preceding the

Fig. 5. The particle spectra formed with and without the jet boundary
acceleration for D = 0.97. Spectra formed due to acceleration both
at the jet boundary and at the terminal shock are presented with full
lines, while the spectra for the neglected boundary acceleration are
given with dashed lines. The results are presented for Resc = 2.0,
Lesc = 1.0 and a.) zinj = 0.0 or b.) zinj = −1000.0.

cut-off energy, the spectrum exhibits some flattening with re-
spect to the inclination of the lower energy part. The low energy
section of the spectrum – within computational accuracy – co-
incides with the analytically derived inclination of the spectrum
formed at the infinitely extended shock (cf. Heavens & Drury
1988). The spectrum flattening at larger energies occurs due to
additional particle transport from the shock’s downstream re-
gion to the upstream one through the cocoon surrounding the
jet (this effect occurs also if there is no side boundary accelera-
tion ! ), and inclusion of a very flat spectral component resulting
from the side boundary acceleration (see below).

A comparison of particle spectra generated at jets with dif-
ferent velocities is presented in Fig. 3. One may note a system-
atic shift of the spectrum cut-off toward higher energies with
an increase of the jet velocity. Additionally, at the low energy
portion of the spectrum, the expected spectral index change can
be observed. The influence of varying distances (Lesc, Resc)
at particle spectra can be evaluated by inspecting Fig. 4. De-
creasing any boundary distance leads to decreasing the cut-off
energy, however the actual changes depend in a substantial de-
gree on the leading escape process removing particles from the
acceleration region - either the diffusive/free-escape through the
front boundary or the radial diffusion toward the side boundary.
Let us finally stress, that even for an infinite diffusive volume
surrounding the jet, the acceleration efficiency will decrease for
particles with momenta p > p∗ . Therefore, the upper momen-
tum cut-off cannot reach values above the scale ∼ γup∗ .

In Fig. 5 we compare spectra of particles injected at the jet
side boundary far upstream of the shock, in the distance 103 Rj ,
to the spectra of particles injected at the terminal shock. In the
former case resulting distributions are very flat or even inverted
(σ < 3, cf. Appendix B). This feature results from the character
of the acceleration process with particles having an opportunity
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Model Setup

• Consider kpc away from the core
• Jet becomes cylindrical around kpc scale
• Mildly relativistic jet βj ~ 0.6
• Jet is long, Ljet ~ 20 kpc >> Rjet ~ 300 pc

3D kink instability and FR dichotomy L47

Figure 1. Cartoon depiction of an AGN central engine. The jets (blue) col-
limate against the accretion disc wind (red) and assume a parabolic shape
inside the Bondi radius (dashed line). Once outside, they start interacting
with the ambient medium (ISM/IGM, shown in yellow). As the jets adjust
to this change in the ambient density profile, they go through a series of rec-
ollimation events and eventually settle into a near-cylindrical configuration.
At its head, the jet drills through the ISM/IGM and sends out a bow shock.
The shocked ambient medium and the jet exhaust form a cocoon (brown)
that collimates the jet outside the Bondi radius.

point result in different jet morphologies (Guan et al. 2014). To
eliminate this uncertainty, we follow BT16 and set up our simula-
tions to launch the jets the way nature does it: via the magnetized
rotation of a central object. We give numerical details in Section 2,
present our results in Section 3, and conclude in Section 4.

2 N U M E R I C A L M E T H O D A N D P RO B L E M
S E TUP

We use global time-dependent relativistic 3D magnetohydrody-
namic (MHD) numerical simulations in order to study the prop-
agation of magnetized jets in an ambient medium characteristic
of AGN. We carry out the simulations with the HARM code (Gam-
mie, McKinney & Tóth 2003; Noble et al. 2006; Tchekhovskoy,
McKinney & Narayan 2007; McKinney & Blandford 2009;
Tchekhovskoy et al. 2011) and use modified spherical polar co-
ordinates (r, θ , ϕ) described below that span the range (rin, rout) ×
(0,π) × (0, 2π).

Fig. 1 shows a cartoon of the AGN. Within the Bondi radius,
r < rB, the thermal pressure of the ISM/IGM cannot support
the gas against gravity. In this region, black hole (BH)-powered
jets propagate unimpeded, are collimated by the accretion disc
wind, and have a parabola-like shape, as seen in the M87 galaxy
(Nakamura & Asada 2013) and the numerical simulations of jet for-
mation (McKinney 2006; Hawley & Krolik 2006; Tchekhovskoy
et al. 2011; Tchekhovskoy & McKinney 2012; Tchekhovskoy,
McKinney & Narayan 2012; Tchekhovskoy 2015). At r ! rB, the
jet shape is observed to change from parabolic to conical, at least
for the M87 galaxy (Nakamura & Asada 2013). It is plausible that
around this distance the jets start to interact with the ISM/IGM,
causing them to undergo a series of recollimations (BT16) that ap-
pear as a series of stationary features, such as HST-1, seen in the
M87 jet (Biretta, Sparks & Macchetto 1999; Meyer et al. 2013).

Motivated by this, our fiducial choice for the position of the
inner radial boundary rin is the Bondi radius, which we take to be
rB = 0.1 kpc (see e.g. Russell et al. 2015), and place the outer
boundary at a large distance, rout ≫ rin, so that the transients do
not reach it in a simulation time (see Table 1). We fill the domain
with a cold, spherically symmetric density distribution described

Table 1. Simulation setup parameters for the various models we present.

Model Resolution ν $in rin rout rbreak ctsim

rinname (Nr × Nθ × Nφ)

P46 256 × 96 × 192 1 9.3 1 105 – 2.1 × 104

P46B2 256 × 96 × 192 1 9.3 1 105 102 2.1 × 104

P44 256 × 96 × 192 1 4.3 1 105 – 5.4 × 104

P44HR 320 × 96 × 192 1.4 4.3 1 103 – 3.4 × 104

in Section 3 and neglect gravity. We model the inner boundary as
a perfectly conducting magnetized sphere threaded with a laterally
uniform radial magnetic flux.1 At the beginning of the simulation,
we spin the polar caps of the sphere within 50◦ of the rotational
axis at an angular frequency & = 0.8c/rin. The initiation of jets
via the rotation at the base leads to a natural degree of magnetic
field azimuthal winding, a crucial factor that controls the stability
of magnetized jets (BT16). The jets are initially highly magnetized,
with magnetization at the inner radial boundary, σ ≡ 2pm/ρc2 =
25 ≫ 1, where pm is the magnetic pressure and ρ is the fluid-frame
mass density in the jet.

3 K I N K MO D E A N D J E T MO R P H O L O G Y

Of current-driven, 3D instabilities, the most serious is the kink
(m = 1) mode. It causes the jets to move bodily sideways and
develop helical motions (Appl, Lery & Baty 2000; Narayan, Li
& Tchekhovskoy 2009). To evaluate its potential to disrupt the
jets, BT16 computed the ratio of the instability growth time-scale,
evaluated as the time it takes an Aflvén wave to travel around the
jet 10 times, to the time for a fluid element to travel from the base
to the tip of the jet. This gives us the stability parameter,

$ = 2
γjθj

0.03
= K ×

(
Lj

nmpr2γ 2
j c3

)1/6

, (1)

where, n is the ambient medium number density, mp is the proton
mass, r is the distance along the jet, K = 20(2π/9)1/2[π (5 − α)(3 −
α)/6]1/3 is a constant prefactor, and α = −d log n/d log r is the slope
of the ambient density profile (BT16). Unless stated otherwise, we
will assume that the jet plasma moves at a mildly relativistic velocity,
β j ≡ vj/c ≈ 1 and γj ≡ (1 − β2

j )−1/2 ≈ 1, and is highly magnetized,
σ ≫ 1. Equation (1) shows that tightly collimated jets are the most
susceptible to the kink instability: in fact, if $ " $crit ≡ 2, or θ j

" θ crit ≡ 0.03/γ j, the kink instability has sufficient time to develop
and can disrupt the jets and cause them to stall (BT16).

We consider two fiducial models: model P44, representative of a
weak FRI-like jet of power Lj ≈ 1.5 × 1044 erg s−1, and model P46,
representative of a powerful FRII-like jet of Lj ≈ 1.5 × 1046 erg s−1.
Fig. 2(a) shows the chosen initial ambient density profile: a power-
law, n = nkpc(r/kpc)−α , with normalization nkpc = 0.2 cm−3 and
slope α = 1 characteristic of cores of elliptical galaxies such as
M87 (see Table 1 and Stewart et al. 1984; Russell et al. 2015). Since
the jets in powerful FRII sources often leave the host galaxy/cluster
core, we consider model P46B2 with a steeper density profile out-
side of the core, r > rbreak, where the density is multiplied by a
factor (r/rbreak)−1.5. We adopt rbreak = 102rin, leading to a sufficient

1 To avoid the interaction of the jets with the polar singularity, we orient
the rotational axis along the x-direction and collimate the radial grid lines
towards it in order to resolve the jets well, with the angle that a radial grid
line makes with the x-axis scaling as χ ∝ r−ν/2 (see BT16, for details).
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Model Setup

• We perform Monte Carlo simulation 
• Bohm diffusion, λ ~ rgc/3
• isotropic scattering at the fluid rest frame
• Resc ~ 10 Rjet

3D kink instability and FR dichotomy L47

Figure 1. Cartoon depiction of an AGN central engine. The jets (blue) col-
limate against the accretion disc wind (red) and assume a parabolic shape
inside the Bondi radius (dashed line). Once outside, they start interacting
with the ambient medium (ISM/IGM, shown in yellow). As the jets adjust
to this change in the ambient density profile, they go through a series of rec-
ollimation events and eventually settle into a near-cylindrical configuration.
At its head, the jet drills through the ISM/IGM and sends out a bow shock.
The shocked ambient medium and the jet exhaust form a cocoon (brown)
that collimates the jet outside the Bondi radius.

point result in different jet morphologies (Guan et al. 2014). To
eliminate this uncertainty, we follow BT16 and set up our simula-
tions to launch the jets the way nature does it: via the magnetized
rotation of a central object. We give numerical details in Section 2,
present our results in Section 3, and conclude in Section 4.

2 N U M E R I C A L M E T H O D A N D P RO B L E M
S E TUP

We use global time-dependent relativistic 3D magnetohydrody-
namic (MHD) numerical simulations in order to study the prop-
agation of magnetized jets in an ambient medium characteristic
of AGN. We carry out the simulations with the HARM code (Gam-
mie, McKinney & Tóth 2003; Noble et al. 2006; Tchekhovskoy,
McKinney & Narayan 2007; McKinney & Blandford 2009;
Tchekhovskoy et al. 2011) and use modified spherical polar co-
ordinates (r, θ , ϕ) described below that span the range (rin, rout) ×
(0,π) × (0, 2π).

Fig. 1 shows a cartoon of the AGN. Within the Bondi radius,
r < rB, the thermal pressure of the ISM/IGM cannot support
the gas against gravity. In this region, black hole (BH)-powered
jets propagate unimpeded, are collimated by the accretion disc
wind, and have a parabola-like shape, as seen in the M87 galaxy
(Nakamura & Asada 2013) and the numerical simulations of jet for-
mation (McKinney 2006; Hawley & Krolik 2006; Tchekhovskoy
et al. 2011; Tchekhovskoy & McKinney 2012; Tchekhovskoy,
McKinney & Narayan 2012; Tchekhovskoy 2015). At r ! rB, the
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for the M87 galaxy (Nakamura & Asada 2013). It is plausible that
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pear as a series of stationary features, such as HST-1, seen in the
M87 jet (Biretta, Sparks & Macchetto 1999; Meyer et al. 2013).

Motivated by this, our fiducial choice for the position of the
inner radial boundary rin is the Bondi radius, which we take to be
rB = 0.1 kpc (see e.g. Russell et al. 2015), and place the outer
boundary at a large distance, rout ≫ rin, so that the transients do
not reach it in a simulation time (see Table 1). We fill the domain
with a cold, spherically symmetric density distribution described

Table 1. Simulation setup parameters for the various models we present.

Model Resolution ν $in rin rout rbreak ctsim

rinname (Nr × Nθ × Nφ)

P46 256 × 96 × 192 1 9.3 1 105 – 2.1 × 104

P46B2 256 × 96 × 192 1 9.3 1 105 102 2.1 × 104

P44 256 × 96 × 192 1 4.3 1 105 – 5.4 × 104

P44HR 320 × 96 × 192 1.4 4.3 1 103 – 3.4 × 104

in Section 3 and neglect gravity. We model the inner boundary as
a perfectly conducting magnetized sphere threaded with a laterally
uniform radial magnetic flux.1 At the beginning of the simulation,
we spin the polar caps of the sphere within 50◦ of the rotational
axis at an angular frequency & = 0.8c/rin. The initiation of jets
via the rotation at the base leads to a natural degree of magnetic
field azimuthal winding, a crucial factor that controls the stability
of magnetized jets (BT16). The jets are initially highly magnetized,
with magnetization at the inner radial boundary, σ ≡ 2pm/ρc2 =
25 ≫ 1, where pm is the magnetic pressure and ρ is the fluid-frame
mass density in the jet.

3 K I N K MO D E A N D J E T MO R P H O L O G Y

Of current-driven, 3D instabilities, the most serious is the kink
(m = 1) mode. It causes the jets to move bodily sideways and
develop helical motions (Appl, Lery & Baty 2000; Narayan, Li
& Tchekhovskoy 2009). To evaluate its potential to disrupt the
jets, BT16 computed the ratio of the instability growth time-scale,
evaluated as the time it takes an Aflvén wave to travel around the
jet 10 times, to the time for a fluid element to travel from the base
to the tip of the jet. This gives us the stability parameter,

$ = 2
γjθj

0.03
= K ×

(
Lj

nmpr2γ 2
j c3

)1/6

, (1)

where, n is the ambient medium number density, mp is the proton
mass, r is the distance along the jet, K = 20(2π/9)1/2[π (5 − α)(3 −
α)/6]1/3 is a constant prefactor, and α = −d log n/d log r is the slope
of the ambient density profile (BT16). Unless stated otherwise, we
will assume that the jet plasma moves at a mildly relativistic velocity,
β j ≡ vj/c ≈ 1 and γj ≡ (1 − β2

j )−1/2 ≈ 1, and is highly magnetized,
σ ≫ 1. Equation (1) shows that tightly collimated jets are the most
susceptible to the kink instability: in fact, if $ " $crit ≡ 2, or θ j

" θ crit ≡ 0.03/γ j, the kink instability has sufficient time to develop
and can disrupt the jets and cause them to stall (BT16).

We consider two fiducial models: model P44, representative of a
weak FRI-like jet of power Lj ≈ 1.5 × 1044 erg s−1, and model P46,
representative of a powerful FRII-like jet of Lj ≈ 1.5 × 1046 erg s−1.
Fig. 2(a) shows the chosen initial ambient density profile: a power-
law, n = nkpc(r/kpc)−α , with normalization nkpc = 0.2 cm−3 and
slope α = 1 characteristic of cores of elliptical galaxies such as
M87 (see Table 1 and Stewart et al. 1984; Russell et al. 2015). Since
the jets in powerful FRII sources often leave the host galaxy/cluster
core, we consider model P46B2 with a steeper density profile out-
side of the core, r > rbreak, where the density is multiplied by a
factor (r/rbreak)−1.5. We adopt rbreak = 102rin, leading to a sufficient

1 To avoid the interaction of the jets with the polar singularity, we orient
the rotational axis along the x-direction and collimate the radial grid lines
towards it in order to resolve the jets well, with the angle that a radial grid
line makes with the x-axis scaling as χ ∝ r−ν/2 (see BT16, for details).

MNRASL 461, L46–L50 (2016)

 at Tohoku U
niversity on July 15, 2016

http://m
nrasl.oxfordjournals.org/

D
ow

nloaded from
 

Kchekhovskoy+16



Simulation results

• Hard spectrum owing to shear acceleration
• dN/dE ~ E0 for E<Epeak  

Consistent with previous works

2

this case, evolution of the distribution function is ana-
lytically formulated as a diffusion equation in momen-
tum space [23, 26]. When the particle mean free path is
larger than the shear scale, the particle regards the veloc-
ity shear as a discrete shear. We can concentrate on the
discrete shear case for UHECR production owing to their
large gyro radii, as shown in the later part this letter. In
this situation, the analytic formula is not complete, and
Monte Carlo simulations are performed to investigate the
features of the discrete shear acceleration [25, 27].

Shear acceleration in FR-I galaxies.— We perform
Monte Carlo simulations in the jet-cocoon system. We
consider shear acceleration around more than kpc away
from a core of a radio galaxy. In this scale, the jet is
mildly relativistic and the cocoon is almost at rest against
the host galaxy. We consider a cylindrical jet of radius
Rjet = 300 pc, vertical length lesc = 30 kpc, and velocity
βj = 0.6. The jet is surrounded by the cocoon of radial
size Rcoc and vertical size lcoc. We fix Rcoc = 10Rjet = 3
kpc and lcoc = ljet for simplicity.

We consider that there are turbulent magnetic fields
inside the system that scatters particles efficiently. As-
suming that the turbulence is developed well, we use the
Bohm limit DBohm = rgc/3 = cE/(3ZseBi), where Zs is
the charge of the particle and Bi is magnetic field in the
jet, Bjet ∼ 100 µG [34], or in the cocoon, Bcoc ∼ 1–10
µG [35]. The particles travel straightly until they are
scattered. The mean free paths are set equal to the lo-
cal gyro radii. The direction distribution after scattering
is isotropic in the rest frame of the fluid. The particles
of energy Einj are injected in R = Rjet and z <∼ Hh,
where Hh ∼ 10 kpc is the halo size of GCRs. When
the particles diffuse out to outside of the escape radius,
Resc = Rjet + Rcoc, or above the jet length, Lesc, they
escape from the system. We perform calculations until
Np = 216 = 65536 particles escape.

From the simulation result, we estimate the accelera-
tion time to be tacc = ⟨∆t⟩p/⟨∆E/E⟩p, where ∆E/E is
the relative energy change through one-acceleration cy-
cle, ∆t is the lap time of the cycle, and ⟨⟩p indicates
the average over the particles that experience the pro-
cess [25]. We find a relation ⟨∆t⟩p ∼ 2Rcoc/(c), which is
independent of energy. The energy gain per cycle is writ-
ten as ⟨∆E/E⟩p ≃ 4Γ2

jβ
2
j /3 due to isotropic scattering.

Then, we can write tacc ≃ 3Rcoc/(2β2
j c). Note that we

confirm this expression only for a transrelativistic flow,
Γj ∼ 1, and the expression for ultrarelativistic case might
be different, as with the shock acceleration [36]. On the
other hand, the escape time is the diffusion time in the
cocoon, tesc ∼ R2

coc/(6DBohm). Setting tacc ≃ tesc, we
can estimate the maximum energy to be

Epeak ≃ eZs

3
Γ2
jβ

2
jBcocRcoc ∼ 2.1ZsB4R3β

2
6 EeV, (1)

where B4 = Bcoc/(4 µG), R3 = Rcoc/(3 kpc), and
β6 = βj/0.6. This estimate approximates our simulation

FIG. 1. The escape luminosity of the UHECR produced by
the shear acceleration in a FR-I galaxy. Thick solid line is the
reference model, and other lines have a different parameters
as shown in the figure.

results within factor 2 as shown in Figure 1, in which
we show the differential luminosity of particles escaping
from the system, LE = EdN/(dEdt). Since the mo-
tion of Particles is governed only by the turbulent mag-
netic fields, we can see the feature of the Peters cycle
in which the peak energy of each component is propor-
tional to its charge. For lower energy E < Epeak, the
spectra shows a hard power-law, EdN/(dEdt) ∝ E0.8.
This is consistent with the previous Monte Carlo simu-
lations [27] as well as the theoretical prediction of the
system with energy-independent acceleration time and
tacc ≪ tesc [e.g. 37]. For E > Epeak, the spectra have a
cutoff which is roughly approximated by an exponential
cutoff. Since we consider kpc away from the core of AGN,
tesc and tacc is much shorter than any other timescales of
cooling processes, such as synchrotron, hadronic interac-
tion, and photomeson production.

UHECRS AS REACCELERATED GALACTIC
CRS

Source spectra of UHECRs.— The jet sweeps up the
galactic halo inside which GCRs exist. The gas swept by
the jet forms the cocoon surrounding the jet. The lower
energy GCRs might be advected to the cocoon and lose
their energy, while the higher energy CGRs are likely
to be injected to the shear acceleration owing to their
diffusive motion. In this letter, we introduce the injection
energy Einj,s as a parameter. Since the diffusion process
of CRs depends only on their rigidity, we parameterize
Einj,s = ZsEinj,H for nuclei of charge Zs.
We use simple parameterization for the seed CR den-

sity using the simplified diffusion halo model [38]. As-
suming the balance of escape to intergalactic medium

ELE [s-1]

E[eV]



Analytic Estimate
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FIG. 1. The escape luminosity of the UHECR produced by
the shear acceleration in a FR-I galaxy. Thick solid line is the
reference model, and other lines have a different parameters
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results within factor 2 as shown in Figure 1, in which
we show the differential luminosity of particles escaping
from the system, LE = EdN/(dEdt). Since the mo-
tion of Particles is governed only by the turbulent mag-
netic fields, we can see the feature of the Peters cycle
in which the peak energy of each component is propor-
tional to its charge. For lower energy E < Epeak, the
spectra shows a hard power-law, EdN/(dEdt) ∝ E0.8.
This is consistent with the previous Monte Carlo simu-
lations [27] as well as the theoretical prediction of the
system with energy-independent acceleration time and
tacc ≪ tesc [e.g. 37]. For E > Epeak, the spectra have a
cutoff which is roughly approximated by an exponential
cutoff. Since we consider kpc away from the core of AGN,
tesc and tacc is much shorter than any other timescales of
cooling processes, such as synchrotron, hadronic interac-
tion, and photomeson production.

UHECRS AS REACCELERATED GALACTIC
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Source spectra of UHECRs.— The jet sweeps up the
galactic halo inside which GCRs exist. The gas swept by
the jet forms the cocoon surrounding the jet. The lower
energy GCRs might be advected to the cocoon and lose
their energy, while the higher energy CGRs are likely
to be injected to the shear acceleration owing to their
diffusive motion. In this letter, we introduce the injection
energy Einj,s as a parameter. Since the diffusion process
of CRs depends only on their rigidity, we parameterize
Einj,s = ZsEinj,H for nuclei of charge Zs.
We use simple parameterization for the seed CR den-

sity using the simplified diffusion halo model [38]. As-
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This is consistent with the previous Monte Carlo simu-
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results within factor 2 as shown in Figure 1, in which
we show the differential luminosity of particles escaping
from the system, LE = EdN/(dEdt). Since the mo-
tion of Particles is governed only by the turbulent mag-
netic fields, we can see the feature of the Peters cycle
in which the peak energy of each component is propor-
tional to its charge. For lower energy E < Epeak, the
spectra shows a hard power-law, EdN/(dEdt) ∝ E0.8.
This is consistent with the previous Monte Carlo simu-
lations [27] as well as the theoretical prediction of the
system with energy-independent acceleration time and
tacc ≪ tesc [e.g. 37]. For E > Epeak, the spectra have a
cutoff which is roughly approximated by an exponential
cutoff. Since we consider kpc away from the core of AGN,
tesc and tacc is much shorter than any other timescales of
cooling processes, such as synchrotron, hadronic interac-
tion, and photomeson production.

UHECRS AS REACCELERATED GALACTIC
CRS
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energy GCRs might be advected to the cocoon and lose
their energy, while the higher energy CGRs are likely
to be injected to the shear acceleration owing to their
diffusive motion. In this letter, we introduce the injection
energy Einj,s as a parameter. Since the diffusion process
of CRs depends only on their rigidity, we parameterize
Einj,s = ZsEinj,H for nuclei of charge Zs.
We use simple parameterization for the seed CR den-
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in which the peak energy of each component is propor-
tional to its charge. For lower energy E < Epeak, the
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tacc ≪ tesc [e.g. 37]. For E > Epeak, the spectra have a
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tion of Particles is governed only by the turbulent mag-
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in which the peak energy of each component is propor-
tional to its charge. For lower energy E < Epeak, the
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FIG. 2. The source spectrum of UHECRs produced by re-
acceleration of GCRs in the halo.

and injection from the galactic disk, the differential en-
ergy density of CRs for element s in the halo is estimated
to be

Us,h ∼ Vd

Vh

H2
h/Dh

H2
d/Dd

Us,d, (2)

where Vdisk ∼ πR2
dHd is the volume of the galaxy (Rd ∼

10 kpc, Hd ∼ 1 kpc), Vh ∼ 4πH3
h/3 is the volume of halo,

and Dd ∼ Dd0(E/ZsGeV)δd and Dh ∼ Dh0(E/ZsGeV)δh

are the diffusion coefficient in the disk and halo, respec-
tively. The GCR density in the disk can be expressed as
[cf. 19]

Us,d = Ks

(
Einj

1012 eV

)−qs

exp

(
− Einj

Zs1015 eV

)
, (3)

where CR species are grouped as s = H, He, C–O, Ne–Al,
Si–K, Ca–Mn, Fe. Their effective charge Zs and atomic
mass As are Zs = 1, 2, 7, 11, 15, 23, 26 and As = 1, 4, 14,
23, 30, 49, 56, respectively. We use the observed values
at E ∼ 1012 eV for the normalization of each component:
KH = 3.6×10−15 cm−3 and Ks/KH ≃ 1, 0.65, 0.33, 0.17,
0.14 0.072, 0.23 [39]. In the galactic disk, the proton
has softer index than the others, qH ≃ 1.7 and qs ̸=H =
1.6 [39, 40]. In addition, we increases the abundance of
nuclei heavier than He by factor of 3 because most of
FR-I galaxies have more metals than the Galaxy due to
their past star formation activities [41, 42].

The shear acceleration can accelerate almost all the
injected particles. Then, we can roughly estimate the
luminosity of UHECRs to be

LUHECR ∼ EpeakṄinj ∼
2πR2

jetRhEpeak

tAGN

∑

s

Us,h, (4)

where we use the typical energy of accelerated par-
ticle Epeak and the injection rate of GCRs to shear

acceleration Ṅinj. The luminosity density required
by the experiments is ∼ 3 × 1036 erg s−1 Mpc−3 ∼
1044 erg yr−1 Mpc−3 [43–45], and the density of FR-
I radio galaxies is roughly ∼ 10−5 Mpc−3 [46, 47].
Thus, LUHECR ∼ 3 × 1041 erg s−1 is required. Our
model can explain this value if we use tAGN = 1 Myr,
δd = 0.3, Dd ∼ 1 × 1027 cm2 s−1, δh ∼ 0.3, Dh ∼
1 × 1028 cm2 s−1, and Einj = 23 TeV as shown in Fig-
ure 2. The relative abundance ratio is estimated to be
(fH, fHe, fC-O, fNe-Al, fSi-K, fCa-Mn, fFe) = (0.72, 0.21,
0.043, 0.011, 0.0054, 0.0014, 0.0038). Note that we can-
not change the abundance ratio because it is determined
by the observed GCRs, while we can adjust the luminos-
ity of UHECRs by changing the parameters.
Spectrum and Composition at the Earth.— We calcu-

late the propagation of the UHECRs from the sources
to the Earth using CRPropa. The code includes the
photomeson production, the photodisintegration, and
the electron-positron pair production through the cosmic
microwave background (CMB) and extragalactic back-
ground light (EBL). The nuclear decay process is also
included. We assume that all the FR-I radio galaxies
produce the UHECRs shown in Figure 2 for simplicity.
Since the luminosity function of low-power radio galaxies
can be independent of redshift [46], we use no evolution
source density for low-power radio galaxies.
We show the spectrum of the UHECRs at the Earth

in the upper panel of Figure 3. The intermediate and
heavy nuclei decrease while protons increase during the
propagation process due to the photo-disintegration. The
cutoff at E >∼ 100 EeV is produced due to the maximum
energy of the shear acceleration at the source, which is
consistent with the PAO data. We need additional galac-
tic component to fit the spectrum as claimed by the previ-
ous works [48, 49]. The middle panel and the lower panel
show the mean atomic mass and variance of the atomic
mass at the Earth, ⟨lnA⟩ and σ2(lnA), respectively. Al-
though our result overestimates ⟨lnA⟩ for E >∼ 10 EeV,
we can reasonably explain the observed feature that the
composition changes from light nuclei to heavier ones as
the energy increases without tuning the abundance ratio
by hand. Since composition for E < 3 EeV is affected by
the uncertain galactic EeV component, we do not show
⟨lnA⟩ and σ2(lnA) for E < 3 EeV. The source density
may strongly evolve with the redshift as with the lumi-
nous AGN [46, 47, 50]. In this case, the spectrum and
⟨lnA⟩ are softer and heavier than those with no evolution,
respectively, due to the redshifted protons and irons. The
models with inverse evolution might be preferable from
the data, but such a situation is quite unlikely.
Note that we have just one free parameter, Epeak given

by Equation (1), for fitting the data. This is because the
abundance ratio and spectral index at the sources are
fixed owing to recycling process of GCRs by shear accel-
eration. Although our source model has several param-
eters, the same Epeak gives the same shape of observed

E2LE [erg s-1]

E[eV]
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spectra, ⟨lnA⟩, and σ2(lnA). It is possible to change the
source spectral index by superpositioning contributions
from radio galaxies that have different Epeak. The lu-
minous FR-Is is probably able to accelerate UHECRs to
higher energy, and the injection rate is independent of the
jet luminosity, assuming all the radio galaxies have the
same size of halo. Then, relatively fainter radio galaxies,
i.e. FR-Is, might give the most important contribution
for the observed UHECRs. Detailed modeling and calcu-
lations remain as a future work.

SUMMARY AND DISCUSSION.

We propose FR-I radio galaxies as a source of the ob-
served UHECRs. We consider particle acceleration using
the velocity shear between the jet and cocoon. The galac-
tic CRs diffusing into the jet are injected to the acceler-
ation process, and this injection process fixes the abun-
dance ratio at the UHECR sources. Performing Monte
Carlo simulations, we show that the FR-I galaxies can ac-
celerate protons up to a few EeV and irons up to 100 EeV
with an intrinsically harder spectrum. We calculate the
propagation of the UHECRs in the intergalactic medium,
and found that the resultant spectrum, the mean atomic
mass, and the variance of atomic mass can reproduce the
experimental features.

There is a shear layer between the jet and the cocoon
where the jet velocity may change linearly [54]. This layer
can modify particles if the size of shear layer is larger
than the gyro radii of CRs [26]. The critical energy at
which the shear layer is regardes as a discrete shear is
Ec = eZsBshearRshear ∼ 1.1× 1016 eV, where Bshear and
Rshear are the magnetic field and the size in the shear
layer, respectively. We use Bshear = Bcoc ∼ 4 µG and
Rshear ∼ 0.01Rjet ∼ 3 pc. This value is much lower than
the range of our interest, and thus, we can safely ignore
the effect of the shear layer.

Powerful radio loud AGNs, FR-IIs and flat spectrum
radio quasars (FSRQs), were actively discussed for the
source of UHECRs, where the particles can be acceler-
ated at shocks in the blazar zones [55] and/or in hot spots
[56]. However, UHECRs suffer from photo-pion produc-
tion and photo disintegration in the blazar zones [57].
Also, physical quantities in hot spots estimated by multi-
frequency observations is unlikely to produce UHECRs
efficiently [58]. In addition, these sources are disfavored
from the isotropy observations [59] because of their low
number density ∼ 10−8 Mpc−3 [46, 60].

The lower energy UHECRs for E <∼ 10 EeV are also
almost isotropic [61]. This indicates that the source num-
ber density should be as high as 10−4–10−3 Mpc−3, as-
suming that the average intergalactic magnetic fields is
<∼ 1 nG [45]. This constraint depends on the local mag-
netic field around the Milky Way. If it is as strong as
10–100 nG, the constraint on the source density is re-

FIG. 3. The observed spectrum (upper panel), the mean
atomic mass (middle panel), and the variance of mean atomic
mass (lower panel) of the UHECRs at the Earth.. The data
of PAO and TA are taken from Refs. [51, 52] and [53], re-
spectively.

laxed to ∼ 10−7, and we can avoid these constraints.

We acknowledge Miguel Mostafa for useful discussion.
The work is supported by NSF Grant No. PHY-1620777
(K.M.), by NASA NNX13AH50G and by IGC post-
doctoral fellowship program (S.S.K).

Spectrum at the Earth

• Compatible with the 
Auger result.

• A bit lower flux 
around E ~ 30 EeV

• We need another 
EeV component
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cf.) Aloisio+14



4

spectra, ⟨lnA⟩, and σ2(lnA). It is possible to change the
source spectral index by superpositioning contributions
from radio galaxies that have different Epeak. The lu-
minous FR-Is is probably able to accelerate UHECRs to
higher energy, and the injection rate is independent of the
jet luminosity, assuming all the radio galaxies have the
same size of halo. Then, relatively fainter radio galaxies,
i.e. FR-Is, might give the most important contribution
for the observed UHECRs. Detailed modeling and calcu-
lations remain as a future work.

SUMMARY AND DISCUSSION.

We propose FR-I radio galaxies as a source of the ob-
served UHECRs. We consider particle acceleration using
the velocity shear between the jet and cocoon. The galac-
tic CRs diffusing into the jet are injected to the acceler-
ation process, and this injection process fixes the abun-
dance ratio at the UHECR sources. Performing Monte
Carlo simulations, we show that the FR-I galaxies can ac-
celerate protons up to a few EeV and irons up to 100 EeV
with an intrinsically harder spectrum. We calculate the
propagation of the UHECRs in the intergalactic medium,
and found that the resultant spectrum, the mean atomic
mass, and the variance of atomic mass can reproduce the
experimental features.

There is a shear layer between the jet and the cocoon
where the jet velocity may change linearly [54]. This layer
can modify particles if the size of shear layer is larger
than the gyro radii of CRs [26]. The critical energy at
which the shear layer is regardes as a discrete shear is
Ec = eZsBshearRshear ∼ 1.1× 1016 eV, where Bshear and
Rshear are the magnetic field and the size in the shear
layer, respectively. We use Bshear = Bcoc ∼ 4 µG and
Rshear ∼ 0.01Rjet ∼ 3 pc. This value is much lower than
the range of our interest, and thus, we can safely ignore
the effect of the shear layer.

Powerful radio loud AGNs, FR-IIs and flat spectrum
radio quasars (FSRQs), were actively discussed for the
source of UHECRs, where the particles can be acceler-
ated at shocks in the blazar zones [55] and/or in hot spots
[56]. However, UHECRs suffer from photo-pion produc-
tion and photo disintegration in the blazar zones [57].
Also, physical quantities in hot spots estimated by multi-
frequency observations is unlikely to produce UHECRs
efficiently [58]. In addition, these sources are disfavored
from the isotropy observations [59] because of their low
number density ∼ 10−8 Mpc−3 [46, 60].

The lower energy UHECRs for E <∼ 10 EeV are also
almost isotropic [61]. This indicates that the source num-
ber density should be as high as 10−4–10−3 Mpc−3, as-
suming that the average intergalactic magnetic fields is
<∼ 1 nG [45]. This constraint depends on the local mag-
netic field around the Milky Way. If it is as strong as
10–100 nG, the constraint on the source density is re-

FIG. 3. The observed spectrum (upper panel), the mean
atomic mass (middle panel), and the variance of mean atomic
mass (lower panel) of the UHECRs at the Earth.. The data
of PAO and TA are taken from Refs. [51, 52] and [53], re-
spectively.

laxed to ∼ 10−7, and we can avoid these constraints.
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Composition at the Earth

• Consistent with the 
Auger feature:  
heavier for higher E

• < ln A> is heavier  
for E > 10 EeV

• σ2(ln A) is comparable
• For higher Epeak model,  

<ln A> is better, but 
the spectrum is worse
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Summary
• Experiments for UHECRs show  

a) Cutoff energy: 40-50 EeV 
b) Luminosity density: 3x1043 erg Mpc-3 yr -1  

c) Heavier composition for higher energy 
d) Large number density: n >10-6 Mpc-3

• The model of re-acceleration of galactic CRs by 
shear in FR-I radio galaxies are consistent with all 
the requirement above.

4

spectra, ⟨lnA⟩, and σ2(lnA). It is possible to change the
source spectral index by superpositioning contributions
from radio galaxies that have different Epeak. The lu-
minous FR-Is is probably able to accelerate UHECRs to
higher energy, and the injection rate is independent of the
jet luminosity, assuming all the radio galaxies have the
same size of halo. Then, relatively fainter radio galaxies,
i.e. FR-Is, might give the most important contribution
for the observed UHECRs. Detailed modeling and calcu-
lations remain as a future work.

SUMMARY AND DISCUSSION.

We propose FR-I radio galaxies as a source of the ob-
served UHECRs. We consider particle acceleration using
the velocity shear between the jet and cocoon. The galac-
tic CRs diffusing into the jet are injected to the acceler-
ation process, and this injection process fixes the abun-
dance ratio at the UHECR sources. Performing Monte
Carlo simulations, we show that the FR-I galaxies can ac-
celerate protons up to a few EeV and irons up to 100 EeV
with an intrinsically harder spectrum. We calculate the
propagation of the UHECRs in the intergalactic medium,
and found that the resultant spectrum, the mean atomic
mass, and the variance of atomic mass can reproduce the
experimental features.

There is a shear layer between the jet and the cocoon
where the jet velocity may change linearly [54]. This layer
can modify particles if the size of shear layer is larger
than the gyro radii of CRs [26]. The critical energy at
which the shear layer is regardes as a discrete shear is
Ec = eZsBshearRshear ∼ 1.1× 1016 eV, where Bshear and
Rshear are the magnetic field and the size in the shear
layer, respectively. We use Bshear = Bcoc ∼ 4 µG and
Rshear ∼ 0.01Rjet ∼ 3 pc. This value is much lower than
the range of our interest, and thus, we can safely ignore
the effect of the shear layer.

Powerful radio loud AGNs, FR-IIs and flat spectrum
radio quasars (FSRQs), were actively discussed for the
source of UHECRs, where the particles can be acceler-
ated at shocks in the blazar zones [55] and/or in hot spots
[56]. However, UHECRs suffer from photo-pion produc-
tion and photo disintegration in the blazar zones [57].
Also, physical quantities in hot spots estimated by multi-
frequency observations is unlikely to produce UHECRs
efficiently [58]. In addition, these sources are disfavored
from the isotropy observations [59] because of their low
number density ∼ 10−8 Mpc−3 [46, 60].

The lower energy UHECRs for E <∼ 10 EeV are also
almost isotropic [61]. This indicates that the source num-
ber density should be as high as 10−4–10−3 Mpc−3, as-
suming that the average intergalactic magnetic fields is
<∼ 1 nG [45]. This constraint depends on the local mag-
netic field around the Milky Way. If it is as strong as
10–100 nG, the constraint on the source density is re-

FIG. 3. The observed spectrum (upper panel), the mean
atomic mass (middle panel), and the variance of mean atomic
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FIG. 2. The source spectrum of UHECRs produced by re-
acceleration of GCRs in the halo.

and injection from the galactic disk, the differential en-
ergy density of CRs for element s in the halo is estimated
to be

Us,h ∼ Vd

Vh

H2
h/Dh

H2
d/Dd

Us,d, (2)

where Vdisk ∼ πR2
dHd is the volume of the galaxy (Rd ∼

10 kpc, Hd ∼ 1 kpc), Vh ∼ 4πH3
h/3 is the volume of halo,

and Dd ∼ Dd0(E/ZsGeV)δd and Dh ∼ Dh0(E/ZsGeV)δh

are the diffusion coefficient in the disk and halo, respec-
tively. The GCR density in the disk can be expressed as
[cf. 19]

Us,d = Ks

(
Einj

1012 eV

)−qs

exp

(
− Einj

Zs1015 eV

)
, (3)

where CR species are grouped as s = H, He, C–O, Ne–Al,
Si–K, Ca–Mn, Fe. Their effective charge Zs and atomic
mass As are Zs = 1, 2, 7, 11, 15, 23, 26 and As = 1, 4, 14,
23, 30, 49, 56, respectively. We use the observed values
at E ∼ 1012 eV for the normalization of each component:
KH = 3.6×10−15 cm−3 and Ks/KH ≃ 1, 0.65, 0.33, 0.17,
0.14 0.072, 0.23 [39]. In the galactic disk, the proton
has softer index than the others, qH ≃ 1.7 and qs ̸=H =
1.6 [39, 40]. In addition, we increases the abundance of
nuclei heavier than He by factor of 3 because most of
FR-I galaxies have more metals than the Galaxy due to
their past star formation activities [41, 42].

The shear acceleration can accelerate almost all the
injected particles. Then, we can roughly estimate the
luminosity of UHECRs to be

LUHECR ∼ EpeakṄinj ∼
2πR2

jetRhEpeak

tAGN

∑

s

Us,h, (4)

where we use the typical energy of accelerated par-
ticle Epeak and the injection rate of GCRs to shear

acceleration Ṅinj. The luminosity density required
by the experiments is ∼ 3 × 1036 erg s−1 Mpc−3 ∼
1044 erg yr−1 Mpc−3 [43–45], and the density of FR-
I radio galaxies is roughly ∼ 10−5 Mpc−3 [46, 47].
Thus, LUHECR ∼ 3 × 1041 erg s−1 is required. Our
model can explain this value if we use tAGN = 1 Myr,
δd = 0.3, Dd ∼ 1 × 1027 cm2 s−1, δh ∼ 0.3, Dh ∼
1 × 1028 cm2 s−1, and Einj = 23 TeV as shown in Fig-
ure 2. The relative abundance ratio is estimated to be
(fH, fHe, fC-O, fNe-Al, fSi-K, fCa-Mn, fFe) = (0.72, 0.21,
0.043, 0.011, 0.0054, 0.0014, 0.0038). Note that we can-
not change the abundance ratio because it is determined
by the observed GCRs, while we can adjust the luminos-
ity of UHECRs by changing the parameters.
Spectrum and Composition at the Earth.— We calcu-

late the propagation of the UHECRs from the sources
to the Earth using CRPropa. The code includes the
photomeson production, the photodisintegration, and
the electron-positron pair production through the cosmic
microwave background (CMB) and extragalactic back-
ground light (EBL). The nuclear decay process is also
included. We assume that all the FR-I radio galaxies
produce the UHECRs shown in Figure 2 for simplicity.
Since the luminosity function of low-power radio galaxies
can be independent of redshift [46], we use no evolution
source density for low-power radio galaxies.
We show the spectrum of the UHECRs at the Earth

in the upper panel of Figure 3. The intermediate and
heavy nuclei decrease while protons increase during the
propagation process due to the photo-disintegration. The
cutoff at E >∼ 100 EeV is produced due to the maximum
energy of the shear acceleration at the source, which is
consistent with the PAO data. We need additional galac-
tic component to fit the spectrum as claimed by the previ-
ous works [48, 49]. The middle panel and the lower panel
show the mean atomic mass and variance of the atomic
mass at the Earth, ⟨lnA⟩ and σ2(lnA), respectively. Al-
though our result overestimates ⟨lnA⟩ for E >∼ 10 EeV,
we can reasonably explain the observed feature that the
composition changes from light nuclei to heavier ones as
the energy increases without tuning the abundance ratio
by hand. Since composition for E < 3 EeV is affected by
the uncertain galactic EeV component, we do not show
⟨lnA⟩ and σ2(lnA) for E < 3 EeV. The source density
may strongly evolve with the redshift as with the lumi-
nous AGN [46, 47, 50]. In this case, the spectrum and
⟨lnA⟩ are softer and heavier than those with no evolution,
respectively, due to the redshifted protons and irons. The
models with inverse evolution might be preferable from
the data, but such a situation is quite unlikely.
Note that we have just one free parameter, Epeak given

by Equation (1), for fitting the data. This is because the
abundance ratio and spectral index at the sources are
fixed owing to recycling process of GCRs by shear accel-
eration. Although our source model has several param-
eters, the same Epeak gives the same shape of observed
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