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•  Quasi-steady	structure		
•  Poynting-dominated	jet	in	
funnel	region		
Ø  BH	energy/AM	extraction	

(Blandford	&	Znajek	1977)	
Ø  Bφ	>>	Bp	at	far	zone	
Ø  Bulk	acceleration	by	

Lorentz	force	
Ø  Dissipation?	

•  Collimation	by	disk	wind	
•  Outflow	+	inflow	

Ø  Mass	loading?	
Ø  Density	floor	in	simulations	

(當真	2017,	物理学会誌)	

•  GR	MHD	simulations	(e.g.	Komissarov	01;	Koide+	02;	McKinney	&	Gammie	04;	
Barkov	&	Komissarov	08;	Tchekhovskoy+	11)	
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GRB	Polarization	

Relativistic	jet	BH	+	accretion	flow	

Photosphere	 Internal	
dissipation	

Forward	
shock	
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Recent	reports	of	detections:	
GAP,	INTEGRAL		
(e.g.	Yonetoku+11;12;	KT	13)	
AstroSat,	POLAR,	SPHiNX,	
LEAP,..	

Late-time	afterglow	
ΠL	~	1-3%		
(Covino+03)	
ΠC	~	0.6	%	!!
(Wiersema+14)	
ALMA?	

Early-time	afterglow:	Liverpool,	Kanata	
ΠL	~	30%	!!	(Mundell+13),	ΠL	~	10%	(Steele+09),	
ΠL	~	10%	(Uehara,	KT,	Kawabata+12)	
ΠL	<	8%	(Mundell+07)	

Collisionless	shock	physics	Jet	driving	&	dissipation	physics	
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Synchrotron	emission	

•  Relativistic	electrons	with	isotropic	
pitch-angle	distribution	

•  Ordered	B	field	(on	scales	larger	than	
electrons’	gyro-radii)	

•  Linear	polarization	ΠL	=	p+1/(p+7/3)	~	
60-75%,	with	direction	perpendicular	
to	B	&	k	

•  Circular	polarization	is	nearly	canceled	
out:	ΠC	~	1/γe	<<	1	

(e.g.	Rybicki	&	Lightman	79;	Melrose	80)	
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Late-time	afterglow	polarization	

4 Covino et al.

Figure 2. Top panel: Polarization degree and position angle for all
the positive detections, i.e. upper limits are excluded. Bottom panel:
Q and U Stokes’ parameters for all the available data, i.e. including
upper limits.

(Covino+03)	
ΠL	~	1-3%	at	T	~	1	day	è	B	field	is	not	ordered	

2 Covino et al.

Table 1. The results of the 27 polarization measurements performed
so far (January 2003). 1σ errors and 95% confidence level upper limits
are reported. SP stands for spectropolarimetry. For GRB020813 and
GRB 021004 the reported polarization degrees and position angles are
not yet corrected for Milky Way interstellar matter induced polariza-
tion.

Burst P (%) ϑ (◦) ∆t (hours) Band Ref.
GRB 990123 < 2.3 18 R 1
GRB 990510 1.7 ± 0.2 101 ± 3 18 R 2

1.6 ± 0.2 96 ± 4 21 R 3
< 3.9 43 R 3

GRB 990712 2.9 ± 0.4 122 ± 4 11 R 4
1.2 ± 0.4 116 ± 10 17 R 4
2.2 ± 0.7 139 ± 10 35 R 4

GRB 991216 < 2.7 35 V 5
< 5 60 V 5

GRB 010222 1.4 ± 0.6 22 V 6
GRB 011211 < 2.0 37 R 7
GRB 020405 1.5 ± 0.4 172 ± 8 29 R 8

9.8 ± 1.3 180 ± 4 31 V 9
2.0 ± 0.3 154 ± 5 52 V 10
1.5 ± 0.4 168 ± 9 78 V 10

GRB 020813 2.3 − 3.1 153 − 162 6 SP 11
1.2 ± 0.2 158 ± 5 24 V 12
1.6 ± 0.3 163 ± 6 29 V 13
2.0 ± 0.4 179 ± 6 50 V 13
4.3 ± 1.7 177 ± 11 96 V 13

GRB 021004 < 5 11 J 5
1.3 ± 0.1 114 ± 2 15 V 14
1.3 ± 0.3 125 ± 1 16 V 15
1.4 − 2.3 111 − 126 19 SP 16
0.7 ± 0.2 89 ± 10 91 V 17

1: Hjorth et al. 1999; 2: Covino et al. 1999; 3: Wijers et al. 1999; 4: Rol et al.
2000; 5: this paper; 6: Björnsson et al. 2002; 7: Covino et al. 2002d; 8: Masetti
et al. 2002; 9: Bersier et al. 2003; 10: Covino et al. 2003a; 11: Barth et al.
2003; 12: Covino et al. 2002a; 13: Rol et al. 2003; 14: Covino et al. 2002b; 15:
Rol et al. 2002; 16: Wang et al. 2003; 17: Covino et al. 2002c.

position angle can be different at various wavelengths. This value is somewhat
greater than what has been observed in GRB 990510, GRB 990712, GRB 010222,
GRB 020405, GRB 020813 and GRB 021004. It is also greater than the upper
limits derived for GRB990123, GRB 990510, GRB 991216 and GRB011211 (ref-
erences in the caption of Tab. 1). All positive detections so far derived are below
∼ 3% (apart from one possible case, see Fig. 2) while the upper limits are lower
than ∼ 5%.



Random	B	field	parallel	to	shock	plane	
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Figure 2. Cartoon explaining the behaviour of polarization from a shock-
generated magnetic field in a collimated outflow. The grey circle shows the fireball
seen face on. The asterisk in the lower centre of the circle shows the location of
the line of sight. Time runs from left to right and from top to bottom. The coloured
rings with arrows show the location of the photon producing rings. The whole ring
(blue) is initially inside the fireball and no polarization is seen. At later times, the
lower part of the ring is lost and horizontal polarization is detected (red). Finally
(orange ring) only the top part of the ring is seen and vertical polarization is
detected. These two parts are separated by a moment of vanishing polarization
when only half of the ring is visible (magenta).

After the discovery of polarization in GRB990510 [21, 22], polarimetric observations in
search for the position angle rotation have been performed in a number of bursts. Observations of
good quality have been obtained for GRB 021004 [23], GRB 020813 [24] and GRB 030329 [25]
(see Covino et al [26 ] for a complete review of polarization observations in GRB afterglows).
For the case of GRB 021004, it was initially claimed that the 90◦ rotation had been detected.
However, it was subsequently shown that the rotation had been observed at time earlier than
expected [27 ]. The rotation of the position angle is supposed to be roughly coincident with the
time at which the jet geometry produces a steepening in the afterglow light curve [15, 28]. In
the case of GRB 021004 it was observed an order of magnitude earlier in time [27 ]. In addition,
a progressive change was observed rather than a sudden one. A possible explanation for the
strange behaviour of the polarization angle of GRB 021004 is that its fireball was not uniformly
bright. The presence of prominent bumps in its light curve [29] is suggestive of such a case. If the
fireball is not uniformly bright, then the polarization component of the bright spots dominates
over the rest [20, 27 , 30]. The polarization during flares can therefore be larger and show a

New Journal of Physics 8 (2006) 131 (http://www.njp.org/)
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Figure 3. Polarization curves from a top-hat jet with shock-generated magnetic
field. Different colours show polarization for different viewing angles in units of
the jet opening angle. All curves but the one with θo = θj have two polarization
peaks. The polarization angle in the two peaks is rotated by 90◦. The black curve
has only one peak that has the same orientation of the second peak of the other
curves.

random orientation of the position angle. Additional modifications of the polarization curve can
be due to the propagation of the afterglow photons in the interstellar medium (ISM). Dust grains
are dichroic and bi-refringent and induce polarization (and/or rotate the intrinsic one, if any
[27]). Local dust induced polarization is however easy to disentangle from the prompt one with
a suitable set of observations. It has a well-known spectral dependence and is constant in time.
High redshift dust induced polarization is not well known. It is expected that it should be less
severe (for a given amount of dust) since the grains are expected to be smaller (the extinction
curves are often analogous to SMC templates). GRB afterglow spectropolarimetry is a great
tool to study high redshift dust. Unfortunately, so far no induced polarization has been detected,
probably due to the unavoidable bias that associates induced polarization with extinction.

A more fortunate case is that of GRB 020813. This GRB had the smoothest light curve
measured so far, with stringent limits on its variability (on top of the regular broken power-law
behaviour) [31]. Polarization measurements were performed with good signal to noise before
and after the jet break, an ideal sample to check for the presence of the 90◦ rotation of the position
angle. The modelling of the data showed that no rotation was present, ruling out for this event a
simple top-hat jet configuration with shock-generated magnetic field [24]. Either the structure of
the jet or of its magnetic field have to be different than what postulated in the simplest scenario.
Polarization from structured jets (with bright cores and dimmer wings) was computed by
Rossi et al [19]. In this configuration, for a shock generated magnetic field, the polarization
position angle is always towards the brightest part of the jet and therefore no rotation of the

New Journal of Physics 8 (2006) 131 (http://www.njp.org/)

(Sari	99;	Ghisellini	&	Lazzati	99;	Lazzati	06)	

GRB	121024A,	GRB	091018	

(Wiersema,	Covino,	KT+14)	

Consistent	with	the	
observed	temporal	
change	of	pol.	angle	

⇧L

t/tbreak



Faraday	effects	
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Faraday	depolarization	

Emission	Region	

B	

⇠ �`

�✓
�✓0

�✓00

•  Linear	polarizations	with	
different	rotation	angles	are	
cancelled	out	

⇧L

�✓ =
e3

⇡m2
ec

2
nB cos ✓

1

⌫2
�` & ⇡

2

�✓(⌫) = ⇡/2 ⌫



Late-time	radio	afterglow	

is consistent with the theoretical value of p derived for test-
particle acceleration in relativistic shocks via the first-order
Fermimechanism, assuming isotropic diffusion of particles inmo-
mentum space, p¼ 2:22 " 0:02 obtained in numerical calcu-
lations (Bednarz &Ostrowski 1998; Kirk et al. 2000; Achterberg
et al. 2001), and p¼ 20/9 obtained by a more recent analytic
analysis (Keshet & Waxman 2005). This value of pis not con-
sistent with test-particle results for large-angle scattering in rel-
ativistic shocks, which produce very hard spectra. It is, however,
consistent with the value expected in the 100MeV–10GeVrange
by nonlinear theory for cosmic-ray–mediated shock (Ellison &
Eichler 1985; Ellison & Double 2002). Despite the agreement
of the observed and theoretically derived values of p, assuming
isotropic diffusion, it should be kept in mind that questions re-
main about diffusive shock acceleration, particularly with regard
to relativistic generalization and electron injection, and that there
are alternative acceleration processes (e.g., Arons & Tavani 1994;
Nishikawa et al. 2005; Hededal et al. 2004).

It is natural to hope that the values of !B and !e are univer-
sal, since they are determined by the microphysics of the col-
lisionless shock. The constancy of pand of !e among different
bursts is strongly supported by observations. Universal values
of pand !e, p# 2 and !e # 0:1, typically inferred from most
optical afterglows, are also inferred from the clustering of ex-
plosion energies (Frail et al. 2001) and from X-ray afterglow
luminosity (Freedman & Waxman 2001; Berger et al. 2003).3

The value of !B is less well constrained by observations. How-
ever, in cases where !B can be reliably constrained by multi-
waveband spectra, values close to equipartition are inferred (e.g.,
Frail et al. 2000). Such high values for !B and !e are remarkable
and beg for an explanation. The magnetic field required for al-
lowing electron acceleration and emission of synchrotron radi-
ation may conceivably be produced in the collisionless shock
driven by the GRB explosion by Weibel instabilities or the like
(see, e.g., Blandford & Eichler 1987; Gruzinov &Waxman 1999;
Medvedev & Loeb 1999), or it may be that the accelerated par-
ticles mix with the magnetic field of the fireball itself.

No less surprising is the conclusion byWaxman (1997b) that
"e0 is close to "mpc

2 and that the low-frequency radio spectra
imply that there are relatively few electrons in the decade or two
just below "e0. Had the electrons been picked up by shock ac-
celeration at some energy much lower than "mpc

2, the power-
law spectrum imparted by the shock acceleration would have
extended down to much lower energies, and only a small mi-
nority of them would have made it to "mpc 2 or higher. In the
case of the Crab Nebula, for example, which contains perhaps
the best-studied relativistic shock wave, this is indeed the case:
most of the electrons in the nebula emit in the radio and prob-
ably have Lorentz factors of order 102, which is many orders
of magnitude lower than "mpc 2 and even about a factor of 102

below "mec
2. More is said about this below. While this paper

does not aim to explain this gaping difference between after-
glows and the Crab Nebula, it motivates us to check the as-
sumption that f ¼ 1 in the case of the former.

In any case, we are unable to determine from basic principles
the efficiency of electron ‘‘injection’’ to beyond some threshold
energy well beyond "mec

2. Even when the number of electrons
beyond some injection threshold "e0 is known, we are unable to

determine theoretically the fraction f of total electrons that these
high-energy electrons represent. It is conceivable that a large
fraction, 1$ f % 1, of the electron population does not par-
ticipate in the acceleration process and remains well below "e0.
This is discussed in x 2. In x 3 we discuss observational sig-
natures of the existence of such noninjected thermal electrons in
GRB-induced blast waves. Our main results and their implica-
tions are summarized in x 4. We discuss both the implications to
GRB phenomenology and the implications for the theory of col-
lisionless shock acceleration, in particular in the context of con-
straints imposed by observations on astrophysical systems other
than GRBs.

2. MODEL PREDICTION DEGENERACY

To clarify the issues involved in the electron injection prob-
lem let us consider the situation illustrated in Figure 1, which
may arise for a relativistic shock propagating with Lorentz factor
"31 (or subrelativistic shock propagating with velocity vTc)
into a cold plasma of protons and electrons (as may be the case
for a shock driven by a GRB explosion into the interstellar me-
dium [ISM]). In the shock frame, a cold stream of protons and
electrons approaches the shock with Lorentz factor " (velocity v).
The particles are being scattered at the shock front, resulting in
a velocity distribution that is close to isotropic behind the shock,
thus converting a large fraction of the kinetic energy of the in-
coming flow to thermal energy. Isotropization of the electron and
proton incoming flow would lead to a postshock proton ‘‘tem-
perature’’ Tp% "mpc

2 (or Tp% mpv 2) and to a postshock elec-
tron ‘‘temperature’’ Te % "mec

2TTp (or Te % mev 2). In order
for the electrons to gain a significant fraction of the postshock
thermal energy, some process must couple them to the protons
and accelerate them to energy3Te . This process is yet unknown,
andwe cannot determine based on theoretical considerationswhat
fraction of the electrons are being accelerated. Thus, in addition

3 Apparently deviant values ofp(Chevalier & Li 1999; Panaitescu&Kumar
2002) are inferred based on light curves, rather than spectra, and are sensitive to
model assumptions (e.g., they depend on the assumed radial dependence of the
ambient medium density).

Fig. 1.—Schematic representation of the postshock electron distribution, for
a relativistic shock of Lorentz factor " (or subrelativistic shock of velocity v).
Scattering of electrons streaming toward the shock with Lorentz factor " (or
velocity v) results in postshock ‘‘thermal’’ energy of %"mec

2 (or %mev 2). A
fraction f of the electrons is assumed to be injected into the acceleration process,
which significantly increases the average energy of these electrons, to%"e 0, and
produces a power-law distribution at "e > "e0. As we show here, afterglow
observations imply "e0 % "mpc

2 in the relativistic phase and "e0 % mpv 2 in the
subrelativistic phase but do not allow us to determine f. Afterglow observations
also require an electron number density that increases with energy sufficiently
fast, q& d ln ne /d ln "e > 0, over %1.5 decades of energy below "e 0 (Waxman
1997b).

EICHLER & WAXMAN862 Vol. 627
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Early-time	optical	afterglow	
The Astrophysical Journal Letters, 752:L6 (5pp), 2012 June 10 Uehara et al.

Figure 1. Sample image obtained by HOWPol in one-shot polarimetry mode
for GRB 091208B. Each object produces four images by linearly polarized rays
at the 0◦, 90◦, 45◦, and 135◦ position angles, respectively, on the projected sky.
C1–C3 are comparison stars for magnitude reference. The vertical gap around
the center (∼ 40′′ width) is due to the mechanical gap between the two CCDs.
(A color version of this figure is available in the online journal.)

Kawabata et al. 2008) attached to the Nasmyth focus on the
1.5 m Kanata telescope at Higashi-Hiroshima Observatory,
Japan. Since HOWPol uses a wedged double Wollaston prism
(Oliva 1997) at the pupil image position after the collimator
lens, four images by linearly polarized rays at 0◦, 90◦, 45◦, and
135◦ position angles (P.A.s), respectively, are recorded on two
2k4k HPK CCDs simultaneously. This enables us to obtain all
three Stokes parameters for linear polarization, i.e., I, Q, U ,
from only a single exposure. Our observation started at 2009
December 8.41142 UT, t = 149 s, which was automatically
processed after receiving the Swift/BAT Notice via GCN. This
is one of the earliest polarimetry to date, as far as we know. We
took ten 30 s exposures and then nine 60 s exposures through
a 15′φ aperture mask and an R-band filter. The observation
finished at December 8.42458, t = 1286 s. Figure 1 shows a
sample image of GRB 091208B obtained with HOWPol.

The raw data were reduced in a standard way for CCD
aperture photometry. For the photometric calibration, we used
R2 magnitudes of three nearby stars (C1–C3: USNO B 1068-
0020023, 1068-0020019, and 1069-0020340). The optical light
curve can be described with a single power-law form (decay
index αO = − 0.75 ± 0.02), as shown in Figure 2. For
polarimetry, we could not use the sixth exposure (centered at
t= 376 s) and all exposures after the 13th (t= 791 s) because
one out of four polarization images of the GRB falls into the
gap of the two CCDs due to slight telescope guiding error. It
reduces the number of available frames for polarimetry to 11. As
for polarimetric calibration, we corrected for the instrumental
polarization of Pinstr ≃ 3.9%, predominantly caused by the 45◦

incidence reflection on the tertiary mirror of the telescope. The
instrumental polarization has been modeled with an accuracy
of ∆Pinstr ! 0.5% as a function of the hour angle and the
declination (and also of the position taken in the field of
view) of the object by systematic observations of unpolarized
standard stars, and then checked by observations of strongly
polarized standard stars. In the case of GRB 091208B, it changed
gradually with time from Qinstr = − 3.65% to − 3.70% and

Figure 2. Optical and X-ray light curves of GRB 091208B. Our optical and
Swift/XRT data are indicated by the filled squares and crosses, respectively.
Open squares are the optical data reported in GCN. The solid lines are the
best-fitted power-law models for the optical light curve (with the decay index
of αO = − 0.75 ± 0.02). The thick horizontal bar at the left bottom part shows
the period of our polarimetry. The derived polarization degree is also indicated.
(A color version of this figure is available in the online journal.)
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Figure 3. QU diagram of the GRB afterglow and nearby stars. For the bright
comparison star C3, we demonstrate the frame-to-frame variation of Q and U,
which suggests that the residual systematic is negligible (!1%). For other stars
we show time-averaged polarization at t= 149–706 s.
(A color version of this figure is available in the online journal.)

Uinstr = − 1.05% to − 0.88% over the 11 exposures. The detailed
procedure and reliability of this “one-shot polarimetry” will
appear in a forthcoming paper (K. S. Kawabata et al. 2012, in
preparation).

Since the signal-to-noise (S/N) ratio of each single exposure
is not sufficient for polarimetry (∆P " 5 %), we combined all
11 Q and U parameters to enhance the reliability. We performed
a traditional, statistic correction for the polarization bias in
cases of low S/N as Preal =

√
P 2 − (σP )2 (Serkowski 1958;

see also Patat & Romaniello 2006). The derived polarization
is Q = − 10.3% ± 2.5% and U = − 0.7% ± 2.2% (i.e.,
P = 10.4% ± 2.5% and P.A. = 92◦ ± 6◦). The Galactic
interstellar extinction indicates that the interstellar polarization
toward this GRB is negligibly small (PISP # 9EB− V = 0.5%;
Serkowski et al. 1975; Schlegel et al. 1998). To check the
consistency, we obtained the polarization of nearby stars (#4′)
brighter or comparably fainter than the GRB afterglow taken
in the same frames and plot them in QU diagram (Figure 3).
Assuming that they are mostly Galactic normal stars having

2

Kanata	Telescope	
at	Hiroshima	U	

Early-time	polarization	from	the	forward	shock	is	high!!	
This	implies	the	forward	shock	involves	large-scale	B	
fields	(hydro-scale	rather	than	plasma-scale)	

(Uehara,	KT,	Kawabata+12)	

GRB	091208B, T_90 =	14.9sec	



Simulations	of	supernova	remnants	
The Astrophysical Journal Letters, 772:L20 (5pp), 2013 August 1 Inoue et al.

Table 1
Model Parameters

Model No. 1 2 3 4 5 6 1f

∆ρ/⟨ρ⟩0 0.3 0.3 0.1 0.5 0.7 0.8 0.3
Bx,0 (µG) 0.0 3.0 0.0 0.0 0.0 0.0 0.0
By,0 (µG) 3.0 0.0 3.0 3.0 3.0 3.0 3.0
⟨|χz|⟩P<0.3

a 44◦ 24◦ 72◦ 37◦ 39◦ 38◦ 44◦

⟨|χy |⟩P<0.3
b 28◦ 23◦ 36◦ 26◦ 27◦ 27◦ 28◦

⟨P ⟩c 0.26 0.30 0.46 0.22 0.22 0.22 0.25
ltrd (pc) 0.33 N/A N/A 0.26 0.23 0.23 0.32

Notes. The values in footnotes a–d are evaluated at t = 700 yr, except for
Model 1f. Those of Model 1f are evaluated at t = 350 yr, since the shock
velocity is doubled compared to the other models.
a Average polarization angle to the x-axis where P < 0.3 observed along the
z-axis.
b Same as footnote a, but observed along the y-axis.
c Average polarization degree.
d Average distance from the shock front at which polarization angle becomes
|χ | ! 5◦.

We set the mean number density, the initial thermal pressure,
and the initial magnetic field strength to be ⟨n⟩0 = 0.5 cm−3,
p/kB = 4×103 K cm−3, and B0 = 3.0 µG, respectively, which
are the typical values in the diffuse ISM (Myers 1978; Beck
2000). Thus, the initial mean sound speed and Alfvén velocity
are ⟨cs⟩0 = 9.3 km s−1 and ⟨cA⟩0 = 8.2 km s−1, respectively.
The model parameters (the initial degree of the fluctuation and
the initial orientation of the magnetic field) are summarized in
Table 1.

If we suppose the turbulence in the diffuse ISM is driven
by supernovae, the driving scale of the turbulence and the
degree of density fluctuation at the driving scale would be
given as Linj ∼ 100 pc and ∆ρ|Linj/⟨ρ⟩ ∼ 1, respectively
(e.g., de Avillez & Breitschwerdt 2007). In that case, the
degree of small-scale density fluctuations due to cascade of
the turbulence at the scale Lbox = 2 pc is estimated as
∆ρ|Lbox/⟨ρ⟩ ≃ (Lbox/Linj)1/3 ≃ 0.27, where we have used the
relation ∆ρ2|l =

∫ ∞
1/l

ρ2
k dk3 = l2/3. Hence, we regard Models

1 and 2 as fiducial ISM models.
To induce a blast wave that generates a shocked layer, we set

a hot plasma of ph/kB = 2×108 K cm−3, nh = 0.05 cm−3, and
Bh = 3.0 µG at the x = 0 boundary plane. According to the
solution of the Riemann problem, when the preshock density
takes a uniform value of n = 0.5 cm−3, such a hot gas induces
a shock wave of vsh = 1795 km s−1, indicating that mean shock
velocity induced by the hot gas is ⟨vsh⟩ ≃ 1800 km s−1. We
use the periodic boundary conditions for the x–y and the x–z
boundary planes, and we assume free boundary conditions at
the x = Lbox boundary plane. In young SNRs such as Tycho,
Kepler, and SN1006, the shock speed does not vary substantially,
since the SNRs would be in the late free-expansion phase.
In addition, our numerical domain (Lbox = 2 pc) is smaller
than the curvature of the young SNRs (∼10 pc). Thus, the
dynamical effect of the curvature can be omitted. To study the
effect of the shock strength, we also perform the run named
Model 1f that is similar to Model 1 with twice the shock speed
(⟨vsh⟩ ≃ 3600 km s−1) by enhancing p h by a factor of four.

3. RESULTS OF SIMULATIONS AND
SYNTHETIC OBSERVATIONS

In Figure 1, we show a two-dimensional slice of the magnetic
field strength (upper half) and the number density (lower half)
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Figure 1. Two-dimensional slice of the magnetic field strength (upper half) and
the number density (lower half) of the result of Model 1 at t = 700 yr and
z = 0 pc plane.
(A color version of this figure is available in the online journal.)

of the result of Model 1 at t = 700 yr. Interaction between
the blast wave shock and the density fluctuations results in an
induction of turbulence, where the magnetic field is amplified
beyond the shock compression value of |B| = 12 µG for the
perpendicular shock cases. The top panel of Figure 2 shows
the evolution of the average magnetic field strength ⟨|B|⟩sl

and the dispersion ⟨B2⟩1/2
sl in the shocked layer. Here ⟨· · ·⟩sl

represents the mean value in the shocked region where p/kB >
105 K cm−3 and n > 0.3 cm−3 (the former and latter conditions
exclude the preshock ISM and the hot ejecta component,
respectively). One can find more detailed descriptions about the
RMI-driven turbulence (or the effect of rippled shock in another
expression) and the resulting dynamo effect in many works
in the literature (e.g., Giacalone & Jokipii 2007; Inoue et al.
2012; Fraschetti 2013). The middle panel of Figure 2 shows, for
the perpendicular shock models, the velocity dispersion in the
shocked layer ∆v ≡(

∑
i⟨v2

i ⟩sl − ⟨vi⟩2
sl)

1/2 and the dispersion of
the magnetic field strength ∆B at t = 700 yr as functions of the
preshock density dispersion. If we apply the result of a simple
linear analysis by Richtmyer (1960), the velocity dispersion
of shocked density fluctuations that is essentially given by the
growth velocity of the RMI can be written as

∆v ≃ vRMI ≃ A ⟨vsh⟩ (1 − η), (1)

where A ≃ (∆ρ/ρ)/(1 + ∆ρ/ρ) corresponds to the Atwood
number and η is the ellipticity of the fluctuations that is
zero for the isotropic inhomogeneity (see Nishihara et al.
2010, Mikaelian 1996, and Inoue 2012 for more sophisticated
analyses). Equation (1) with ⟨vsh⟩ = 1800 km s−1 and η = 0
is plotted in the middle panel of Figure 2 as a solid line. We
can see good agreement between the theoretical estimation and
simulations, and it is clear that ∆v saturates for large ∆ρ/ρ.

To calculate the polarization degree and angle of synchrotron
emission from the shocked layer, we use the formulae following
Clarke et al. (1989):

i(s) = K(ν) ν−α {|B(s)| sin ψ(s)}1+α, (2)
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Figure 3. Structures of polarization degree
√

Q2 + U2/I . The white bars indicate the magnetic field orientation vectors derived from the polarization angle
χ = tan−1(U/Q)/2. Panels (a)–(d) correspond to the results of Models 1–4, respectively. The choice of the l.o.s. along the z-axis corresponds to the case in which the
expectation value of the polarization angle ⟨|χ |⟩ takes maximum.
(A color version of this figure is available in the online journal.)

6 (∆ρ/ρ = 0.8). Here, the transition length is defined as the
average distance from the shock front at which the polarization
angle becomes |χ | ! 5◦. Note that the transition lengths are
converged at t ≃ 500 yr within ≃ 20% deviations from the
above values. We also confirmed that the transition lengths
are converged within ≃ 20% deviations, even if we employed
|χ | ! 10◦.

In the present problem, the distribution of the magnetic field
that determines ltr, ⟨P ⟩, and ⟨χ⟩ is insensitive to the turbulence.
The velocity dispersion of the turbulence is described by
Equation (1), and the characteristic scale of the turbulent
modification of the magnetic field can be written as (Richtmyer
1960; Sano et al. 2012)

lRMI ∼ vd tRMI ≃ vd l∆ρ/{Avsh (1 − η)} ≃ l∆ρ/(rc A), (6)

where vd is the downstream velocity and rc is the shock compres-
sion ratio. It is widely known that rc converges quickly to a value
of four for the high Mach number shock in the monoatomic gas.
Thus, Equation (6) indicates that the modification scale of the
magnetic field is insensitive to the Mach number or the shock
velocity. The result of Model 1f, which is similar to Model 1
except that the shock velocity is doubled (⟨vsh⟩ ≃ 3600 km s−1),

confirms the insensitivity of ltr, ⟨P ⟩, and ⟨χ⟩ to the shock ve-
locity (see Table 1).

4. DISCUSSION

Can the RMI-driven turbulence account for the observed
radially oriented magnetic fields in the young SNRs? A recent
radio polarization observation of SN1006 has shown that the
magnetic field orientations in southwest (SW) and southeast
(SE) regions seem to be shifted from perpendicular (to the shock
normal) to parallel (Reynoso et al. 2013). Interestingly enough,
these two regions show different features. In the SW region,
where P ∼ 20% and non-thermal X-ray emission is bright, the
transition length of the polarization angle is apparently "10′′

which corresponds to ltr " 0.1 pc for the distance d = 2.18 kpc
(see Figure 3 of Reynoso et al. 2013). On the other hand, in the
SE, the transition length is apparently #30′′ (ltr # 0.3) pc, where
the polarization degree is high P ∼ 70% and the non-thermal
X-ray emission is faint.

As we discussed in Section 2, the upstream density dispersion
of ∆ρ/ρ ≃ 0.3 (for Lbox = 2 pc) may be the standard
fluctuation amplitude in the diffuse ISM. If so, the transition
length of the polarization angle is ltr ≃ 0.3 pc (Table 1) which
is comparable to that of the SE region of SN1006. The averaged
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The theoretical maximum degree of linear polarization of synchro-
tron radiation emitted by electrons in a perfectly homogeneous mag-
netic field is P < 70%; the difference between the measured and the
theoretical maximum can therefore provide further constraints on the

physical properties of the emitting source. The measured net polariza-
tion can be less than the theoretical maximum because of (1) the dilu-
tion of polarized reverse-shock emission by unpolarized forward-shock
emission, (2) the combination of ordered magnetic fields from the central
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Figure 2 | Evolution of optical polarization and
brightness in GRB 120308A. a, b, Evolution of
polarization degree P (a) and position angle h
(b; degrees east of north) for GRB 120308A.
Individual 0.125-s RINGO2 exposures at the eight
Polaroid angles are co-added over a desired time
interval into eight images, on which absolute
aperture photometry is performed and
P and h derived. Owing to the low read noise of the
system, data from each rotation angle can be
stacked into temporal bins after data acquisition to
optimize signal-to-noise ratio versus time
resolution. Here the data were subdivided into four
bins of duration ,84 s and one bin of ,252 s giving
roughly equal signal-to-noise ratio. The observed
polarization properties are robust to alternative
choices of temporal binning (see Supplementary
Information and Extended Data Figs 7, 8, 9). Error
bars, 61s, as described in Fig. 1b. c, Light curve of
GRB 120308A in red (555–690 nm) light using
RINGO2 and RATCam. Data have been cross-
calibrated to the SDSS r9 system via five objects in
common, with a possible systematic error of up to
,6% between the two instruments due to colour
effects. Model fits using one peak (blue solid line)
or two peaks (broken grey line for each component;
resultant combined light curve in solid grey) are
shown with an additional point26 constraining late
time behaviour (see Supplementary Information).
The two-peak model is statistically slightly
preferred. Error bars, 61s.
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Figure 1 | Time-integrated optical properties of the GRB 120308A field.
a, RINGO2 total intensity image of 49 3 49 field containing GRB 120308A, with
total exposure time 588 s. The GRB (boxed) and seven comparison objects
(numbered) are indicated; the directions of north and east are shown. RINGO2
combines a Polaroid polarizer rotating at ,1 revolution s21 with a fast readout
electron multiplying CCD camera that is triggered eight times per revolution.
Summing data from each rotation angle allows derivation of the total intensity
for each source in the image, while analysis of their relative intensities allows
calculation of their Stokes parameters25. Measurements are not affected by
variations in source brightness or observing conditions on timescales .1 s
owing to the rapid rotation of the polaroid. There is no significant variation in
atmospheric transparency or seeing (image point-spread function) over the
588-s exposure. b, Measured time-averaged polarization P of all objects versus

apparent magnitude. As P is a one-sided (always positive) quantity, noise in the
Stokes q and u parameters translates into a rising P with large uncertainty for
the faintest objects, even though their actual polarization is likely to be small.
The strong time-averaged polarization of the GRB (red symbol) of 20%
compared to sources of similar brightness is obvious. Error bars (61s) were
calculated using a Monte Carlo simulation (N 5 10,000). This used a range of
input q and u values with an error distribution calculated from the combination
of photon counting statistics with the uncertainty in instrumental calibration to
calculate 1s ranges of P and position angle (h) for each object. All quoted
measurements in this Letter use this Monte Carlo estimator, although because
polarization in GRB 120308A is significantly non-zero, the derived errors
(within ,1% absolute error) are comparable to standard error analyses for that
object (see Supplementary Information and Extended Data Figs 1, 2, 3, 4, 5, 6).
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Figure 2. Light curve of the afterglow of GRB 090102 in X-ray, g′, R, i′, z′, J, H and K bands from Tables 1 and 2. For clarity, upper limits have been omitted.
When not plotted, the error bars have the size of the symbols or smaller. These light curves have been corrected for the galactic extinction/absorption due to
the Milky Way. The X-ray light curve is extracted in the 0.5- to 10.0-keV band. The dotted line is the best-fitting decay law (see text for details). The left axis
applies to optical/IR data, the right axis to X-ray data.

find any evidence for spectral variation during the whole follow-up
of the afterglow. The spectrum is well modelled (χ 2

ν = 0.92, 102
d.o.f.) by a single power law with spectral index βX = 0.83 ± 0.09
absorbed in our own galaxy and by extragalactic absorbers (NH =
8.8+2.7

− 2.5 × 1021 cm− 2 when located within the host galaxy).
The light curve was extracted within the 0.5–10.0 keV band and

rebinned in order to obtain at least 25 counts per bin. All decay index
indicated below are derived from fits using the χ 2 statistic. We did
not observe strong flares (see Fig. 2). A single moderate flare can
be seen in the unbinned light curve during orbit 2 (corresponding
to the period ∼2000–4000 s after the trigger), which has been
excluded from the temporal analysis. The complete light curve can
be adequately fit (χ 2

ν = 1.18, 65 d.o.f.) using a single power law
with a decay index αX = 1.34 ± 0.02. A broken power law can
also represent the data (χ 2

ν = 0.99, 63 d.o.f.) with α1,X = 1.29 ±
0.03, α2,X = 1.48 ± 0.10, and a break time tb = 18 700+14 500

− 8000 s. With
the observed steepening, %α = 0.19 ± 0.11, this break could be
interpreted as the cooling frequency passing through the observation
band. However, this should be associated with a spectral break not
supported by the data. An F-test check on the break existence gives
a probability of 0.26, i.e. a value not conclusive. One may note
however that in this special case (large error on tb that make it
compatible with 0 within 3σ ), the probability derived from the

F-test should not be considered as valid (see Protassov et al. 2002).
As a matter of consequence, in the following we will consider both
hypotheses (single power law or broken power law), and report
early and late X-ray data as data taken before and after the temporal
break, respectively.

3.2 Optical data

At the position of the afterglow, the Galactic extinction is E(B −
V) = 0.047 according to Schlegel, Finkbeiner & Davis (1998). We
corrected all magnitudes using this estimation. Assuming Rv = 3.1,
this gives in particular AR = 0.14 (Pei 1992). The specific data
processing relative to all instruments is indicated in the following
subsections. We completed this sample by using reported obser-
vations by Cenko et al. (2009); de Ugarte Postigo et al. (2009a);
Malesani et al. (2009). This extended sample of data taken in the R
band is listed in Table 1.

3.2.1 TAROT data

We used data from TAROT Calern (Klotz, Boër & Eysseric 2009d)
that started an exposure of the field of GRB 090102 at T0 + 40.8 s
(duration 60 s) with the tracking speed adapted to obtain a small

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 405, 2372–2380
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from the forward shock, which continuously shocks electrons
in ambient medium. Therefore, a rapid decay, typically t 2- , is
also a signature of the reverse-shock emission (Sari &
Piran 1999; Kobayashi 2000; Zhang et al. 2003; Japelj et al.
2014). We therefore tested the correlation between the
observed decay index and polarization degree. Figure 13
shows that the polarized cases (the green crosses) do indeed
have larger decay indexes. The light curve of GRB120308A
shows a double-peak structure with reverse- and forward-shock
peaks at different times. The polarization degree is much higher
during the clearly separated reverse-shock peak. However, for
GRB 110205A, the polarization P 13%= is detected only in
the rising phase, and we have tight upper limits of P 5%< in
the decay phase ( 1.52decaya = ).

Zheng et al. (2012) showed that the full optical and x-ray
afterglow of GRB 110205A could be interpreted within the

standard reverse-shock plus forward-shock model, and they
proposed two scenarios. Scenario I invokes both the forward
shock and reverse shock to peak at 10 s3~ , while scenario II
invokes the reverse shock only for the peak at 10 s3~ , with the
forward-shock peak later when the typical frequency crosses the
optical band. According to their modeling (see Figure 5 in their
paper), the reverse-shock contribution becomes negligible by our
polarization observations around 3000–3600 s. Our limit P 5%<
is consistent with the dominance of the forward-shock emission in
the optical band. In scenario II, the optical band is still dominated
by the reverse-shock emission in the observation period. Because
of the relativistic beaming effect, we can see only a small portion
of the GRB ejecta just around the line of sight with an angular
scale of 1 4 100

3G ~ ´ - , where 2500G ~ is the initial Lorentz
factor of the ejecta (Zheng et al. 2012). After the reverse-shock
crossing, the ejecta rapidly decelerates as R Rg 2G µ ~- - in
terms of the ejecta radius (Kobayashi & Sari 2000). However, it is
not so rapid in terms of the time t tg g1 2 0.4G µ µ- + -( ) . By
t 3000 s~ , the angular size of the visible region grows only by a
factor of 3 1.60.4~ ~ , compared to the size at the peak time
t 10 s3~ . Although a larger visible region at a later time
potentially reduces the polarization degree if the magnetic fields
have an irregularity in the angular scale of1 0G or a slightly larger
scale, this small change in the size does not explain the drastic
change from P 13%= to P 5%< . Our polarization measure-
ments therefore disfavor scenario II.

7. Conclusion

We have presented the complete RINGO2 catalog of GRB
afterglow observations. We carried out 19 prompt RINGO2
observations between 2010 and 2012. Nine out of the 19 events
were bright enough to perform polarimetric analysis, the
polarization degrees (or limits) and EVPA were measured. We
detected polarization signals in their early optical afterglow for
three events: GRB 101112A, GRB110205A, and GRB120308A.
Using RINGO2 and RATCam data, we constructed the light
curves of the bright events to evaluate the decay indexes of the
afterglow. The combination of our photometric and polarimetric

Figure 11. GRB 101112A light curve. The steep rise indicates the presence of
the reverse-shock component, while the shallow decay indicates that reverse-
shock and forward-shock components peak at similar times.

Figure 12. Polarization degree as a function of time after the burst for all nine
GRBs from the RINGO2 sample. The temporal error bars show the duration of
the exposure.

Figure 13. . PL decay index (α) vs. degree of polarization. The green points in
the plot are measurements, while blue points are upper limits. The relative size
of the point is the T90 value (which shows no correlation with α or and P). For
GRB120308A we plot two epochs: (240–323 s, P = 28%) and
(575–827 s, P = 16%).
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from the forward shock, which continuously shocks electrons
in ambient medium. Therefore, a rapid decay, typically t 2- , is
also a signature of the reverse-shock emission (Sari &
Piran 1999; Kobayashi 2000; Zhang et al. 2003; Japelj et al.
2014). We therefore tested the correlation between the
observed decay index and polarization degree. Figure 13
shows that the polarized cases (the green crosses) do indeed
have larger decay indexes. The light curve of GRB120308A
shows a double-peak structure with reverse- and forward-shock
peaks at different times. The polarization degree is much higher
during the clearly separated reverse-shock peak. However, for
GRB 110205A, the polarization P 13%= is detected only in
the rising phase, and we have tight upper limits of P 5%< in
the decay phase ( 1.52decaya = ).

Zheng et al. (2012) showed that the full optical and x-ray
afterglow of GRB 110205A could be interpreted within the

standard reverse-shock plus forward-shock model, and they
proposed two scenarios. Scenario I invokes both the forward
shock and reverse shock to peak at 10 s3~ , while scenario II
invokes the reverse shock only for the peak at 10 s3~ , with the
forward-shock peak later when the typical frequency crosses the
optical band. According to their modeling (see Figure 5 in their
paper), the reverse-shock contribution becomes negligible by our
polarization observations around 3000–3600 s. Our limit P 5%<
is consistent with the dominance of the forward-shock emission in
the optical band. In scenario II, the optical band is still dominated
by the reverse-shock emission in the observation period. Because
of the relativistic beaming effect, we can see only a small portion
of the GRB ejecta just around the line of sight with an angular
scale of 1 4 100

3G ~ ´ - , where 2500G ~ is the initial Lorentz
factor of the ejecta (Zheng et al. 2012). After the reverse-shock
crossing, the ejecta rapidly decelerates as R Rg 2G µ ~- - in
terms of the ejecta radius (Kobayashi & Sari 2000). However, it is
not so rapid in terms of the time t tg g1 2 0.4G µ µ- + -( ) . By
t 3000 s~ , the angular size of the visible region grows only by a
factor of 3 1.60.4~ ~ , compared to the size at the peak time
t 10 s3~ . Although a larger visible region at a later time
potentially reduces the polarization degree if the magnetic fields
have an irregularity in the angular scale of1 0G or a slightly larger
scale, this small change in the size does not explain the drastic
change from P 13%= to P 5%< . Our polarization measure-
ments therefore disfavor scenario II.

7. Conclusion

We have presented the complete RINGO2 catalog of GRB
afterglow observations. We carried out 19 prompt RINGO2
observations between 2010 and 2012. Nine out of the 19 events
were bright enough to perform polarimetric analysis, the
polarization degrees (or limits) and EVPA were measured. We
detected polarization signals in their early optical afterglow for
three events: GRB 101112A, GRB110205A, and GRB120308A.
Using RINGO2 and RATCam data, we constructed the light
curves of the bright events to evaluate the decay indexes of the
afterglow. The combination of our photometric and polarimetric

Figure 11. GRB 101112A light curve. The steep rise indicates the presence of
the reverse-shock component, while the shallow decay indicates that reverse-
shock and forward-shock components peak at similar times.

Figure 12. Polarization degree as a function of time after the burst for all nine
GRBs from the RINGO2 sample. The temporal error bars show the duration of
the exposure.

Figure 13. . PL decay index (α) vs. degree of polarization. The green points in
the plot are measurements, while blue points are upper limits. The relative size
of the point is the T90 value (which shows no correlation with α or and P). For
GRB120308A we plot two epochs: (240–323 s, P = 28%) and
(575–827 s, P = 16%).
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Steeper	decay			->		
Reverse	shock	emission	
(?)	

1. GRB 110726A: the light curve initially decays with
1.03decaya = , and it shows a rebrightening around

t = 3200 s. The polarization limits were obtained during
the initial PL decay phase. The decay index is consistent
with the forward-shock emission. Except for the
rebrightening, which is possibly due to energy injection
(Nousek et al. 2006; Zhang et al. 2006), this event looks
similar to the PL events shown in Figure 9.

2. GRB 120119A: a broad peak is noticeable in the light
curve. The rise is very slow, the I-band light curve is
almost flat at the beginning. The polarization limit was
obtained during the slow rising phase. This broad peak
can be reasonably explained by forward-shock models
with energy injection or density enhancement in the
ambient medium (Nousek et al. 2006; Zhang et al. 2006).

Figure 12 shows the polarization measurements (detection or
upper limit) of all nine events as a function of the observing time
since the GRB trigger. We note that all polarization detection
cases (GRB101112A, GRB110205A, and GRB120308A) were
achieved at relatively early times t 10 s3< . This reinforces the
point that prompt measurements are essential to characterize the

polarimetric properties of GRB afterglow; the polarization degree
decays very rapidly as the tight upper limits at late times show.
All polarized cases suggest the reverse-shock emission at

early times. Since no new electrons are shocked after the
reverse shock has crossed GRB ejecta, the reverse-shock
emission is short lived, and it decays faster than the emission

Table 4
Light Curve Fitting Results

GRB Modela Fit parameters 2c (d.o.f.)

100805A PL 0.86 0.04decay
PLa = o 30.8 (24)

101112A B 4.24 2.95risea = - o 19.4 (28)
1.10 0.05decaya = o

t 299 6 speak = o
n 0.86 0.72= o

110205A B 4.63 0.29risea = - o 220.5 (84)
1.52 0.02decaya = o

t 1027 8 speak = o
n 2.18 0.45= o

110726A PL + B 1.03 0.05decay
PLa = o 32.1 (30)

7.87 21.21risea = - o
1.13 0.33decaya = o

t 3256 185 speak = o
n 0.40 1.23= o

120119A PL + B 0.65 0.06decay
PLa = o 105.8 (74)

1.06 0.41risea = - o
1.68 0.19decaya = o

t 822 22 speak = o
n 1.05 0.48= o

120308A B + Bb 5rise
1a = - 10.7 (17)

2.4 0.6decay
1a = o

t 298 16 speak
1 = o

n 11 =
0.5rise

2a = -
1.4 0.1decay

2a = o

t 730 speak
2

150
190= -

+

n 12 =
120311A PL 1.03 0.06decay

PLa = o 12.7 (13)
120326A PL 0.42 0.04decay

PLa = o 12.9 (12)
120327A PL 1.22 0.02decay

PLa = o 25.2 (50)

Notes.
a PL is a simple power-law model (F tµ a- , while B is a Beuermann model
(smoothly joint broken power-law model, see Beuermann et al. 1999).
b Results from Mundell et al. (2013).

Figure 9. Light curves for GRB 100805A, GRB 120311A, GRB 120326A,
and GRB 120327A, which show a single power-law decay morphology.

Figure 10. GRB 110205A, GRB 110726A, GRB 120119A, and GRB 120308A
for which the light curves show definite structure. The Beuermann and PL
components defined in Table 4 are plotted individually as dotted lines, and the
final r-band model fit (the summation of the multiple components) is plotted as a
solid line. To more easily compare the light-curve shape between filters by eye,
the model is plotted multiple times offset to align with the non-r¢ band filters and
plotted as a dashed line. The steep rise for GRB 110205A and GRB 120308A
indicates the presence of the reverse-shock component in the afterglow.
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Faraday	depolari	for	early	afterglow?	

is the canonical degree of polarization (dominated by its linear
component) reached.

The emission from the reverse shock overtakes the forward-
shock emission at frequencies above ! ! 2 ;1010 Hz. We find
that for the reverse shock, the transition from circular to linear
polarization is accompanied by a strong oscillation of the po-
larization position angle as function of frequency. Because of
synchrotron losses, most of the plasma heated by the reverse
shock cools quickly on a dynamic timescale, and consequently
Faraday rotation by the cold plasma strongly affects radiation
emitted from regions closer to the reverse shock front. The
resulting oscillation is a hallmark of reverse-shock emission up
to UV frequencies (1015–1016 Hz), and is characterized by
!!=! ’ 10"1!215 (from eq. [7]), where !15 is the observed
frequency in units of 1015 Hz; Observation of these oscillations
may therefore be limited by instrument resolution in the optical
and particularly the IR bands. Note also that during the tran-
sition to self-similar dynamics, emission is observed from an
area on the sky with a radius comparable to R=" (Waxman
1997b). Hence, radiation at observed frequency ! spans a range
of comoving frequencies !! 0. Since radiation at different co-
moving frequencies is subject to different phase shifts between
normal modes, spectropolarimetric features characterized by
a smaller comoving !! 0 may be washed out altogether. Al-
though an exact, quantitative statement regarding the implica-
tions for the observability of the Faraday oscillations is be-
yond the scope of this paper, we expect that the depolarization

of the linear component, caused by either low spectral reso-
lution or smearing of the signal by the source plasma, is
expected to yield a signal dominated by a circular polarization
#C ! 0:1(!=1013Hz)"1=3, surviving up to UV frequencies.

A superposition of the polarization patterns of the forward
and reverse shocks is shown in Figure 5, for the ISM scenario.
The polarization is dominated by the reverse-shock emission at
frequencies above !2 ;1011 Hz. The analogous superposition
of forward- and reverse-shock polarization for the wind sce-
nario is qualitatively similar.

Remarkably, the main characteristics of the polarization
pattern, including the frequency of transition from circular to
linear polarization, are largely independent of the circumburst
density, and are dictated predominantly by the nature of the
shock (i.e., whether the shock is forward or reverse). This is
particularly intriguing in view of the 3 orders of magnitude
factor separating the densities of ambient gas in the ISM and
wind scenarios, at the onset of fireball deceleration. Consid-
ering the two forward shocks first, it is straightforward to show
that in both cases ! 0

aT! 0
m, where ! 0

a is the (comoving) syn-
chrotron self-absorption frequency. At smaller frequencies,
! 0 < ! 0

a, the effective width W 0
eA(!

0) from which photons are
emitted scales as W 0

eA(!
0) / ½"0(! 0)$"1 / ! 05=3. By virtue of

equations (3) and (5), then, we have at low frequencies
#L(! 0) / W 0

eA!
02 / ! 01=3. On the other hand, the degree of

circular polarization at frequencies ! 0 3 ! 0
B scales as ! 0"1=3.

Denoting the frequency of the transition from circular to linear
polarization by !t , we therefore find ! 0

t / (! 0
B!

0
a)

1=2. Trans-
forming to the observer’s frame, we find for the forward shock
in the ISM, !t / n27=80 ! n1=3. Substituting here the ambient
density for the wind scenario at the transition-phase radius,
which is larger by !3 orders of magnitude, and correcting for
the much narrower slab, which effectively emits photons in this

Fig. 4.—Propagation effects on synchrotron radiation propagating in a
magnetoactive plasma. The plasma conditions are characteristic of reverse
shocks for a fireball expanding into a uniform-density ISM (top) and into wind
(bottom), during the onset of fireball deceleration. The magnetic field is as-
sumed to be uniform and close to equipartition (#B ¼ 10"1). Both figures show
the degrees of linear polarization #L (solid line), circular polarization #C

(dotted line), and the total degree of polarization # (dashed line).

Fig. 5.—Polarization pattern of combined (superposed ) reverse- and for-
ward-shock emission, for a fireball expanding into a uniform-density ISM.
Shown are the degrees of linear polarization #L (solid line), circular polari-
zation #C (dotted line), and the total degree of polarization # (dashed line). At
frequencies ! < 2 ; 1011 Hz, the polarization is determined by forward-shock
emission, whereas above that frequency it is dominated by the emission from
the reverse shock. In the frequency range 3 ; 1013 Hz < !P few ; 1014 Hz
marked by !!T! in the figure, rapid oscillations of the polarization position
angle may not be resolved, thus suppressing linear polarization, rendering
circular polarization dominant. The calculations leading to this result corre-
spond to a typical GRB jet with an opening angle $j 3""1, implying f 3h
(see x 3).
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Figure 10. GRB 980425. Symbols are the same as in Fig. 7. In this case, we
also show the two data points of the GRBM instrument onboard BeppoSAX
covering the 40–700 keV energy range.

We thus use this blackbody+cut-off power-law (BBCPL) model:

N (E) = A
E2

exp(E/kT ) − 1
+ BEα exp

(
− E

E0

)
, (8)

where kT, i.e. the blackbody characteristic temperature, is fixed so
that 3.9kT = Epeak (as found from the fit of the CPL model to each
time-resolved spectrum). This model has the same number of free
parameters of the BBPL and B model (the two normalizations, E0

and α).
In Fig. 13, we compare the photon index found with a simple

CPL model and the α of the BBCPL model described above. In the
BBCPL model, the photon index of the CPL component can fit the
WFC data and indeed we found it to be consistent with the values
found by the fit of a simple CPL model. Instead, the blackbody
component is negligible in all these fits.

For each time-resolved spectrum fitted with the BBCPL model,
we can compute the fraction of the rest-frame bolometric flux con-
tributed by the blackbody component. Summing up these contribu-

Figure 11. GRB 990123. Symbols are the same as in Fig. 7.

tions for the entire duration of each burst, we derive the contribution
of the blackbody to the time-integrated flux. The values are reported
in Table 2 (last column): for all the bursts this contribution is small.

We can then conclude that if a blackbody is present, with a tem-
perature consistent with the peak of the spectrum (found by fitting
the CPL model), then its flux is not relevant. Consider also that this
spectral model is not required by the data, which are instead well
described by the simpler CPL (or B) model. In this sense, what we
found is an upper limit to the possible contribution of a blackbody
to the total flux.

5 S U M M A RY O F R E S U LT S

We have analysed the spectra of seven GRBs detected by BATSE
with measured redshift and for which also the BeppoSAX WFC spec-
trum has been published (Amati et al. 2002). We analysed both the
time-resolved and the time-integrated spectrum with three models:
the B model, a CPL model and a BBPL model. For a further test
of the importance of a possible blackbody component, we have also
used the sum of a BBCPL model. The comparison of the spectral
parameters and the analysis of the spectral evolution have shown
that:

C⃝ 2007 The Authors. Journal compilation C⃝ 2007 RAS, MNRAS 379, 73–85
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Figure 8. GRB 980326. Symbols are the same as in Fig. 7.

produces the CPL spectrum. Blackbody components produced in
different (and independent) emitting regions, instead, are less likely,
since some fine-tuning is required in order to produce the smooth
observed spectrum.

4.2.1 Further testing the blackbody component

The existence and the relevance of a blackbody component in the
spectra of our GRBs can be further tested allowing for the possi-
bility that the real spectral model is more complicated than what
we thought. We could make the BBPL model fits consistent with
the WFC [2–28 keV] spectra by introducing a spectral break be-
tween the BATSE and the WFC energy ranges. This could indeed
be the case if the non-thermal component is produced by an electron
energy distribution with a low-energy cut-off, or if the apparently
non-thermal component is instead the result of a thermal Comp-
tonization process (e.g. Liang 1997; Liang et al. 1997; Ghisellini &
Celotti 1999; Meszaros & Rees 2000). In the latter case, what we see
in the WFC could be the (hard) spectrum of the seed photons, while
in BATSE we may see the sum of the Comptonization spectrum and
a blackbody.

Figure 9. GRB 980329. Symbols are the same as in Fig. 7.

We must then check if, in this case, it is possible that a blackbody
is present and is responsible for a significant fraction of the total
flux and for the observed Epeak, without violating any observational
constraint. If so, then the ‘blackbody’ interpretation presented in
Section 2 would receive support.

However, there are severe problems with this possibility. The first
is that the required break should always be at ∼30 keV (between
the BATSE and the WFC energy ranges) despite the fact that our
GRBs have different redshifts. This makes this possibility rather
ad hoc.

The second problem comes from the following test. As stated,
we should use a model composed by blackbody plus a Band spec-
trum. This model, unfortunately, has too many free parameters to
yield strong constraints, but we can mimic it by adopting a model
composed by the sum of a blackbody and CPL. The index of the
latter should be thought as the low-energy index of the B model.
Furthermore, since what we really put on test is the presence of a
relevant blackbody, we can also fix its temperature requiring it to
give the Epeak found when using the CPL (or B) model. This is be-
cause we already know that these Epeak, when combined in the time-
integrated spectrum, give the Epeak used for the Amati and Ghirlanda
correlations.

C⃝ 2007 The Authors. Journal compilation C⃝ 2007 RAS, MNRAS 379, 73–85

(Ghirlanda	et	al.	2007)	

2 Vurm & Beloborodov

Figure 1. Synchrotron spectra from an optically thin spheri-
cal shell with three electron distributions: mono-energetic (dotted
line), Maxwellian (short-dashed line), and fast-cooling Maxwellian
(long-dashed line). For comparison the Band fit of GRB 990123 is
shown by the red thick curve.

been proposed over the years (Thompson 1994;
Eichler & Levinson 2000; Mészáros & Rees 2000;
Giannios & Spruit 2007; Beloborodov 2010, hereafter
B10; Levinson 2012; Thompson & Gill 2014). All share
a key feature: the jet is dissipative, i.e. significantly
heated as it propagates away from the central engine.
This heating modifies the emitted photospheric radi-
ation from simple blackbody emission. The resulting
spectrum was shown to have a nonthermal shape that
closely resembles the phenomenological Band function
(Pe’er et al. 2006; Giannios 2008; B10; Vurm et al. 2011,
hereafter V11). It was proposed that the dissipative
photosphere model provides a good description to the
observed spectra (Ryde et al. 2011) and needs to be
carefully tested against observations.

1.2. Internal dissipation

Four dissipation mechanisms have been proposed
as sources of GRB emission: collisionless shocks
(Rees & Meszaros 1994), damping of Alfvén wave
turbulence (Thompson 1994), magnetic reconnection
(Drenkhahn & Spruit 2002), and neutron collisions
(B10). Magnetic field and internal bulk motions provide
the energy reservoirs available for dissipation.
The presence of strong internal motions in the jet is

suggested by the observed variability of GRB radiation.
The central engine of the explosion is likely unsteady,
and additional variability is induced as the jet burrows its
way through the progenitor star and the cocoon produced
by the jet-star interaction (Lazzati et al. 2009). This
leads to multiple internal and recollimation shocks, which
keep the jet hot and relatively slow when it emerges from
the stellar progenitor. Thus, shock heating is expected
to occur in an extended range of radii and in an extended
range of timescales, which is consistent with the observed
broad power spectrum of variability (Beloborodov et al.
2000).
Additional evidence for dissipation at small radii is pro-

vided by the observed photon number emitted in GRBs.

In many GRBs, the central engine is unable to pro-
vide the observed photons, so additional photons must
be produced in the expanding jet. Photon production
is a direct consequence of dissipation at large optical
depths (B13; Vurm et al. 2013, hereafter V13; see also
Eichler & Levinson 2000; Thompson et al. 2007). Ob-
servations also require that dissipation continues at least
to the photospheric radius, so that the released spec-
trum has a nonthermal shape. Therefore, in this paper
we consider outflows which remain dissipative across a
broad range of distances from the central engine, start-
ing from the region inside the progenitor and extending
to the jet photosphere and beyond.
Baryons dominate the plasma inertia, so dissipation

of internal motions may be expected to heat ions (and
neutrons) in the first place. Efficient dissipation should
give a typical energy of ∼ 1 GeV per nucleon (its rest
mass) in a relativistic jet. Baryons themselves do not
emit significant radiation, because of their large mass-to-
charge ratio, however they pass their energy to electrons
in two ways (B10):

1. Coulomb collisions pass energy from the hot ions
to the thermalized electron/positron population
(which is kept much colder by efficient radiative
cooling).

2. Inelastic (pion-producing) nuclear collisions gener-
ate a non-thermal e± population with Lorentz fac-
tor γinj ∼ mπ/me ∼ 300.

These well-understood collisional processes provide a ro-
bust mechanism for transferring the baryon energy to
leptons and then to radiation. Collisional heating is a
major dissipative process in sub-photospheric internal
shocks (Beloborodov 2015, in preparation), in contrast to
collisionless shocks above the photosphere. The resulting
Coulomb heating and pion production give a well-defined
model for electron heating in GRB jets.
Electrons can also be directly heated by magnetic re-

connection, which is harder to model from first prin-
ciples. Collisionless shocks are also known to directly
heat electrons (e.g. Sironi & Spitkovsky 2011), however
such shocks cannot form deep below the photosphere
(Levinson 2012; Beloborodov 2015).

1.3. Evolution of radiation in the expanding jet

The energized electrons rapidly lose their energy to ra-
diation via inverse Compton (IC) scattering, synchrotron
emission, and (at extremely high optical depths) through
double Compton scattering and bremsstrahlung. The
produced photons are redistributed in energy by Comp-
ton scattering and form the spectrum that eventually
escapes at the Thomson photosphere R⋆ where the scat-
tering optical depth τT drops below unity.
Three relevant regions in the jet were described in B13:

1. The Planck zone (r ! 1010 cm, τT " 105): the
density of the jet is sufficiently high to maintain
blackbody radiation in detailed equilibrium with
the thermalized plasma.

2. The Wien zone (τT " 102): the dissipated heat is
thermalized into a Bose-Einstein photon distribu-
tion with a finite chemical potential. The number

(Vurm	&	Beloborodov	
2015)	
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Observational	results	with	GAP	

Event name Π 2σ limit Detection significance PA change
GRB 100826A 27± 11% > 6% 2.9σ yes
GRB 110301A 70± 22% > 31% 3.7σ no
GRB 110721A 84+16

−28% > 35% 3.3σ no

Table 1: Polarimetric data of the three GRBs obtained with GAP. The Polarization
degrees Π are shown with 1σ error. The ‘2σ limit’ means the lower limit on Π at the
2σ statistical significance level. The ‘detection significance’ means the significance
levels for Π > 0%.

Event name T90 [s] fluence [erg cm−2] Ep [keV]
GRB 100826A ≃ 150 (3.0± 0.3)× 10−4 606+134

−109

GRB 110301A ≃ 5 (3.65± 0.03)× 10−5 106.8+1.85
−1.75

GRB 110721A ≃ 24 (3.52± 0.03)× 10−5 393+199
−104

Table 2: Light-curve and spectral data of the three GRBs taken from the GCN
circulars. Ep is the photon energy of the time-averaged νFν spectrum.

high axial symmetry in shape and high gain uniformity are keys for reliable measure-
ment of polarization and avoiding fake modulation due to background gamma-rays.
These realized the quite small systematic uncertainty of ≃ 1.8% level [16].

The GAP detected the linear polarization of the prompt emission of GRB 100826A,
GRB 110301A, and GRB 110721A. The polarimetric data as well as the light-curve
and spectral data of these three bursts are summarized in Table 1 and 2. The polar-
ization degrees Π > 0% at ∼ 3σ confidence level, and these are the most convincing
detections of polarization of GRB prompt emission so far. See Yonetoku et al. (2011;
2012) and Toma et al. (2012) [6, 7, 8] for more details on the data analysis.

We see that there are cases with and without a significant change of the polar-
ization angle (PA). GRB 100826A, with long duration T90 ∼ 100 s, shows a PA
change, while GRB 110301A and 110721A, with short duration T90 ∼ 10 s, shows
no PA change. On the other hand, the polarization is detected both for the GAP
observed energy range < Ep (GRB 100826A and GRB 110721A) and for > Ep (GRB
110301A). The time-averaged fluxes (the fluences divided by T90) of the three bursts
are all ∼ 3 × 10−6 erg cm−2 s−1, which is very high. We note that no spectroscopic
redshifts were determined for these three bursts.

The polarimetric data of GRB 041219A as well as the recent report on GRB 061122
with IBIS onboard INTEGRAL appear consistent with the GAP results listed above.
GRB 041219A shows PA changes, and GRB 061122 has Π >

∼ 30% at 2σ significance
level [14, 17].
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Figure 1. Light curve of the prompt γ -ray emission of GRB100826A detected by the GAP. We divide the data into Interval-1 and -2 for the polarization analysis.

authors themselves pointed out in their reports, these results are
with low statistics of ∼2σ level and may be strongly affected
by the instrumental systematics uncertainties (Kalemci et al.
2007; McGlynn et al. 2007; Götz et al. 2009). These contro-
versies and conflicts indicate difficulties in detecting the γ -ray
polarization.

In this Letter, we report the detection of γ -ray polarization and
also the change of PA for the extremely bright GRB 100826A
using the newly developed GRB polarimeter. Our polarimeter
is completely designed for the polarization measurement of
prompt GRBs and well calibrated during the developing phase
before launch. Specifically, using a detector of proto-flight
model, we experimentally and numerically understand the
response for polarized γ -ray with low systematic uncertainties.
In the following sections, we show the observation (Section 2),
data analysis (Section 3), and discussion of the emission
mechanism of prompt GRBs (Section 4).

2. OBSERVATIONS

The Interplanetary Kite-craft Accelerated by Radiation Of
the Sun (IKAROS; Kawaguchi et al. 2008; Mori et al. 2009)
is a small solar-power-sail demonstrator that was successfully
launched on 2010 May 21. IKAROS has a large polyimide mem-
brane 20 m in diameter, which translates the solar radiation pres-
sure into the thrust of the spacecraft. Since the deployment of the
sail on 2010 June 9, IKAROS has started solar-sailing toward
Venus.

The Gamma-Ray Burst Polarimeter (GAP; Yonetoku et al.
2006, 2011; Murakami et al. 2010) on board IKAROS is fully
designed to measure the degree of linear polarization in the
prompt emission of GRBs in the energy range of 70–300 keV.
The detection principle is the anisotropy of Compton scattered
photons. If the incident γ -rays are linearly polarized, the
distribution of scattered photons is due to the Klein–Nishina
effect which approximately shows sin2 φ curves, where φ is the
scattering angle.

The GAP consists of a central plastic scatterer 17 cm in
diameter and 6 cm in thickness, and the surrounding 12 CsI(Tl)
scintillators 5 mm in thickness. The coincidence events within a

gate time of 5µs between the signal from any CsI and that from
the plastic are accepted for polarization analysis. The GAP’s
high axial symmetry in shape and the high gain uniformity are
key to reliable measurement of polarizations, and to avoid a fake
modulation due to background γ -rays. There are no external
parts of the spacecraft inside the GAP field of view. Moreover,
the detector cases (chassis), except for the detector top, are
covered by thin lead sheets with 0.5 mm thickness. Therefore,
the effects of background γ -rays scattered by the spacecraft
body are negligible.

The GAP detected GRB 100826A on 2010 August 26 at
22:57:20.8 (UT) on the way to Venus at about 0.21 AU away
from the Earth. The light curve of the prompt emission is shown
in Figure 1. This burst was also detected by several satellites
and was localized by an interplanetary network (IPN; Hurley
et al. 2010). Combining the GAP data with the published
IPN information, the direction of this burst is derived as
(α, δ) = (279.6 ± 0.2,−22.3 ± 0.5), which corresponds to
20.0 deg off-axis from the center of the GAP field of view.
An energy fluence of this burst is (3.0 ± 0.3) × 10−4 erg cm−2

in the 20 keV–10 MeV band by KONUS (Golenetskii et al.
2010), which is the top 1% of the brightest events listed in the
BATSE catalog. The low- and high-energy photon indices are
reported as αB = −1.31+0.06

−0.05 and βB = −2.1+0.1
−0.2, respectively,

and the νFν peak energy as Ep = 606+134
−109 keV (Golenetskii

et al. 2010). An optical afterglow of this GRB was not reported,
so its redshift is unknown.

3. DATA ANALYSIS

We divided the entire data into two time intervals, labeled
Interval-1 and -2 in the light curve in Figure 1. The total numbers
of γ -ray photons after subtracting the background are 32,924
and 19,007 photons for each interval, respectively. The first part
of this burst shows a large flare lasting 47 s since the trigger,
and the following 53 s consists of multiple spikes. Although
Interval-2 has several spikes, we combined all of them to keep
photon statistics.

We used the background modulation curve obtained by the
36.7 hr integration just before and after the GRB trigger time.
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Figure 1. Light curves of the prompt gamma-ray emission of GRB 110301A
(top) and GRB 110721A (bottom) detected by GAP. The vertical dashed lines
indicate the time interval of polarization analyses for each burst.

the burst and exhibits a hard-to-soft trend from 110 keV to
26 keV. Therefore, GAP mainly observed the energy range of
E > Ep. The energy fluence in 10–1000 keV is (3.65±0.03)×
10−5 erg cm−2 (Foley 2011).

GRB 110721A was detected on 2011 July 21 at 04:47:38.9
(UT) at 0.699 AU from the Earth. Figure 1 (bottom) shows the
light curve of GRB 110721A. This burst was first discovered by
Fermi-GBM and -LAT (Tierney & von Kienlin 2011; Vasileiou
et al. 2011). The coordinate is measured to be (α, δ) =
(333.4,−39.0), which corresponds to 30 deg off-axis. After that,
Swift-XRT performed the follow-up observation of its X-ray
afterglow candidate (Greiner et al. 2011; Grupe et al. 2011).
The optical counterpart was also detected by GROND (Greiner
et al. 2011) and its redshift was measured to be z = 0.382 from
two absorption lines of Ca II with Gemini-South (Berger 2011).
However, the X-ray and optical counterparts lie just outside the
IPN error box (Hurley et al. 2011), so they may not be due to
GRB 110721A.

The spectral parameters, especially the Ep values, dramat-
ically change during the burst (Tierney & von Kienlin 2011;
Golenetskii et al. 2011; Lu et al. 2012). The Ep around the max-
imum intensity is about Ep = 1130+550

−490 keV, and the one of the
time integrated spectrum is Ep = 393+199

−104 keV. GAP mainly
observed in the energy range E < Ep. The energy fluence in
10–1000 keV is (3.52 ± 0.03) × 10−5 erg cm−2 (Tierney & von
Kienlin 2011), which is very similar to GRB 110301A.

3. DATA ANALYSES

3.1. Average Properties of Polarization

We analyzed polarization data during the time intervals be-
tween the two dashed lines shown in Figure 1 for GRB 110301A
and GRB 110721A. GAP obtained the polarization data be-
tween −16 s and 176 s since the GRB trigger. Since the time
durations of these GRBs are relatively short, we used the back-
ground obtained in the same data. The net background rate

for the polarization data is 60.0 counts s−1 for GRB 110301A
and 51.6 counts s−1 for GRB 110721A. The total numbers of
gamma-ray photons after subtracting the background are 1820
and 1092 photons for each burst, respectively.

To estimate the systematic uncertainty, we first consider
the spin rate of the IKAROS spacecraft. The rotation of the
instrument generally reduces the systematic uncertainty because
the differences of each sensor and the geometrical skewness are
averaged. However, in these case, the time durations of the
bursts are smaller than the period of rotation of the IKAROS
spacecraft. The spin rate is 1.61 rpm and 0.22 rpm for the
epoch of GRB 110301A and GRB 110721A, respectively. Using
the background interval of the data, we created the history of
background modulation curves with the same time interval we
analyzed, and confirmed that each modulation was consistent
with being constant within the statistical error. We confirmed
that the systematic error due to the data analysis of short time
duration is about σsys,1 = 1.0% of the total polarization signals
for each bin of both GRBs.

Next, we estimated the systematic uncertainty between the
detector response calculated by the Geant4 simulator and the
experimental data, which is mainly due to the off-axis direction
of the incident gamma rays. We performed several ground
experiments described in Yonetoku et al. (2011a) with the proto-
flight model of GAP. We estimated the systematic uncertainty
to be σsys,2 = 1.9% of the total polarization signals for each bin.

In Figure 2, we show the modulation curve (polarization
signals) after subtraction of the background. The error bars
accompanying the data (filled circles) includes not only the
statistical error (σstat) but also the systematic uncertainties
described above. The total errors are calculated as σ 2

total =
σ 2

stat + σ 2
sys,1 + σ 2

sys,2 for each bin of polarization data.
The model functions (detector responses) were calculated

with the Geant4 simulator considering the spectral evolutions
reported by Lu et al. (2012), who performed spectral analyses for
20 and 14 time intervals of GRB 110301A and GRB 110721A,
respectively. Using their spectral parameters, we simulated the
model functions for each time interval, and also combined them
into one with the appropriate weighting factor estimated with
the brightness histories.

In these analyses, the free parameters are the polarization
degrees (Π) and angles (φp). We simulated the model function
with step resolutions of 5% for polarization degree and 5 deg for
phase angles. In Figure 2, we show the best-fit model with solid
black lines, and also superposed the non-polarization model as
the dashed lines on the same panel for easy comparison. The
best-fit parameters are Π = 70±22% and φp = 73±11 deg with
χ2 = 14.0 for 10 degrees of freedom (dof) for GRB 110301A,
and Π = 84+16

−28% and φp = 160 ± 11 deg with χ2 = 7.3 for
10 dof for GRB 110721A. Here, the quoted errors are at 1σ
confidence for the two parameters of interest (Π and φp), and
φp is measured counterclockwise from the celestial north.

We show the ∆χ2 maps in the (Π,φp) plane in Figure 3. The
white dots are the best-fit results, and we calculate the ∆χ2 val-
ues relative to these points. The 1σ , 2σ , and 3σ confidence con-
tours for the two parameters of interest are shown in the same fig-
ures. The null hypothesis (zero polarization degree) can be ruled
out with 3.7σ confidence level (99.98%) for GRB 110301A,
and 3.3σ (99.91%) confidence level for GRB 110721A. Al-
though these results have relatively large errors compared with
the previous GAP result for GRB 100826A (Π = 27% ± 11%,
2.9σ significance level), the polarization degree of these two
GRBs may be larger than that of GRB 100826A. From these
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Figure 1. Light curves of the prompt gamma-ray emission of GRB 110301A
(top) and GRB 110721A (bottom) detected by GAP. The vertical dashed lines
indicate the time interval of polarization analyses for each burst.
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26 keV. Therefore, GAP mainly observed the energy range of
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that the systematic error due to the data analysis of short time
duration is about σsys,1 = 1.0% of the total polarization signals
for each bin of both GRBs.
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The model functions (detector responses) were calculated

with the Geant4 simulator considering the spectral evolutions
reported by Lu et al. (2012), who performed spectral analyses for
20 and 14 time intervals of GRB 110301A and GRB 110721A,
respectively. Using their spectral parameters, we simulated the
model functions for each time interval, and also combined them
into one with the appropriate weighting factor estimated with
the brightness histories.

In these analyses, the free parameters are the polarization
degrees (Π) and angles (φp). We simulated the model function
with step resolutions of 5% for polarization degree and 5 deg for
phase angles. In Figure 2, we show the best-fit model with solid
black lines, and also superposed the non-polarization model as
the dashed lines on the same panel for easy comparison. The
best-fit parameters are Π = 70±22% and φp = 73±11 deg with
χ2 = 14.0 for 10 degrees of freedom (dof) for GRB 110301A,
and Π = 84+16

−28% and φp = 160 ± 11 deg with χ2 = 7.3 for
10 dof for GRB 110721A. Here, the quoted errors are at 1σ
confidence for the two parameters of interest (Π and φp), and
φp is measured counterclockwise from the celestial north.

We show the ∆χ2 maps in the (Π,φp) plane in Figure 3. The
white dots are the best-fit results, and we calculate the ∆χ2 val-
ues relative to these points. The 1σ , 2σ , and 3σ confidence con-
tours for the two parameters of interest are shown in the same fig-
ures. The null hypothesis (zero polarization degree) can be ruled
out with 3.7σ confidence level (99.98%) for GRB 110301A,
and 3.3σ (99.91%) confidence level for GRB 110721A. Al-
though these results have relatively large errors compared with
the previous GAP result for GRB 100826A (Π = 27% ± 11%,
2.9σ significance level), the polarization degree of these two
GRBs may be larger than that of GRB 100826A. From these
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Figure 1: Left: Polarization degrees as functions of q = θv/θj in the SO model, where
θv is the viewing angle of the line of sight and θj is the jet opening angle. yj ≡ (Γθj)2,
where Γ is the bulk Lorentz factor of the jet. Typical parameters are adopted for the
emission spectrum (see [4] for details). Right: Schematic picture of the jet with the
toroidal component of the magnetic fields (thin lines). Only a fraction of the emitting
shell, θ < Γ−1 around the line of sight is bright because of the relativistic beaming
effect.

uniform over the shell, but consists of multiple patches with characteristic angular
size much smaller than jet opening angle, θp ≪ θj [6] (see Figure 2). In the case of
Γ−1 ∼ θj , it is natural that one sees multiple patches with different magnetic field
directions, and observes significant PA changes. On the other hand, if Γ−1 ≪ θj , one
only sees a limited range of the curved magnetic fields, which leads to no significant PA
change even if the emission is patchy. In such a scenario, GRB 100826A corresponds
to the case of Γ−1 ∼ θj , while the other two bursts with no PA change correspond to
the case of Γ−1 ≪ θj .

We may consider an alternative scenario in which the initially ordered helical
fields get distorted during the energy dissipation phase, making different field direc-
tions within the bright region of θ < Γ−1 [22]. The PA changes can naturally occur
in this scenario, but when the emission duration is short, the PA change does not
necessarily occur. Another scenario is that the GRB jets consist of multiple shells
which have globally ordered transverse (not helical or toroidal) magnetic fields with
a different direction for each shell. It has been recently claimed that such impul-
sive shells can be accelerated to relativistic speeds [23]. In this scenario also, the PA
changes naturally occur for long duration bursts with large number of emitting shells,
but do not necessarily occur for short duration bursts with small number of emitting
shells.

4

Figure 2: Schematic picture of the patchy emission in the SO model. The left and
right ones correspond to the cases of Γ−1 ∼ θj and Γ−1 ≪ θj , respectively. The thick
arrows represent the polarization vectors.

3.1.2 SR model

The collisionless shocks formed in the jet may produce sizable magnetic fields with
random directions on plasma skin depth scales through e.g., the Weibel instability
[24, 25]. Synchrotron emission from such fields can have high Π, provided that the
field directions are not isotropically random, reflecting the direction of the shock
propagation direction. In many studies, the extreme case is assumed, i.e., the field
directions are confined in the plane parallel to the shock front [21, 26, 4]. We call this
the “SR model” (synchrotron, random-field model).

In this model, the radiation propagating in the direction parallel to the shock front
is maximally polarized in the comoving frame of the emitting fluid. Such radiation is
observed as that from the points with θ = Γ−1 around the line of sight. As a result,
the local polarization vectors are axisymmetric around the line of sight (see Figure 3
right). If the jet is observed from an off-axis angle, θv >

∼ θj , all the polarization
vectors are not canceled and the net polarization remains. Figure 3 (left) shows Π
calculated in this model as a function of the viewing angle θv in respect of the jet axis
for different values of yj ≡ (Γθj)2. In this model with the uniform emissivity over the
shell, a high Π can be obtained only when θv ∼ θj + Γ−1. For this configuration, one
cannot have the PA change even for a fixed θv but different Γ. For θv < θj , one can
have the PA change with varying Γ, but Π is very low.

The observed PA change with high Π may suggest the patchy emission structure
in this model [6]. If the emission is patchy, Π can be high even for θv < θj , and one
can have the PA changes (see also [27]). The characteristic angular size of the patches
may be hydrodynamically constrained to be θp >

∼ Γ−1. In this model, however, one
requires fine tuning that the observed patches should be dominated by those with
θvp ∼ θp + Γ−1 to have Π >

∼ 30%, where θvp is the viewing angle of the patch. The
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Figure 3: Left: Polarization degrees as functions of q = θv/θj in the SR model (see
[4] for details). Right: Schematic picture of the jet. The net polarization property is
determined by the bright emission from the points with θ ∼ Γ−1 around the line of
sight, whose polarization vectors (represented by the thick arrows) are axisymmetric.

patches observed with θvp <
∼ θp decrease the net Π. On the other hand, the bursts we

observed are all very bright, which implies that some patches are seen with θvp <
∼ θp.

Therefore, the SR model is not favored to explain the observed Π >
∼ 30%.

3.1.3 SH model

The internal shocks may also produce strong magnetic fields with random directions
on hydrodynamic scales, much larger than the plasma skin depth scales, through e.g.,
the Richtmyer-Meshkov instability [28, 25]. We call this the “SH model” (synchrotron
model with random fields on hydrodynamic scales). If the field directions are isotrop-
ically random, the net polarization degree is Π ∼ Πsyn

max/
√
N , where N is the number

of independent patches with coherent field in the bright region with θ ∼ Γ−1 around
the line of sight, and the PA change can be naturally realized. Unlike the SR model,
the emission from patches seen with small θvp can have high Π, so that this model is
in agreement with the high brightness of the bursts.

By utilizing the MHD simulations of internal shocks with initial density fluctua-
tions, Inoue et al. (2011) [28] deduced N ∼ 103 from the typical scale of the coherent
magnetic fields, which did not appear to be consistent with the observed Π >

∼ 30%.
However, the recent detailed analysis of the numerical simulation suggests that the
magnetic fields perpendicular to the shock front are selectively amplified, which might
increase the net Π [29]. The aim of this recent simulation is to explain the radially
aligned fields observed in some young supernova remnants, e.g., [30], in which the
shock velocity is non-relativistic, although probably the properties of the amplified
fields may not be different in the mildly-relativistic case like the internal shocks of
jets (T. Inoue, private communication).

6

(Granot	03;	Nakar	&	Piran	03;	KT,	Sakamoto,	Zhang+09;	KT13)	

θv/θj	

ΠL	

•  Random	B	field	parallel	to	the	shock	plane	
•  ΠL	>	30%	requires	a	fine	tuning	of	parameters	



Theoretical	Monte	Carlo	simulation	

SO	model	
SR	model	
(CD	model)	

(KT,	Sakamoto,	Zhang	et	al.	2009)	

1048 TOMA ET AL. Vol. 698

10-9

10-8

10-7

10-6

10-5

10-4

100 101 102 103 104

T
im

e-
A

ve
ra

ge
d 

F
lu

x 
(2

-4
00

ke
V

) 
[e

rg
/c

m
2 /s

]

Ep obs [keV]

Figure 5. Ep,obs − F diagram calculated in our Monte Carlo simulation. The
simulated events that can be detected by WXM on HETE-2 are represented by
dots. They are compared with the HETE-2 data (points with errorbars; Sakamoto
et al. 2005).

among GRBs and X-ray flashes in several models of geomet-
rical structure of GRB jets (Zhang et al. 2004; Yamazaki et al.
2004; Dai & Zhang 2005; Toma et al. 2005; Donaghy 2006). We
generated 10,000 GRB jets with Lorentz factor, γ , and opening
angle, θj , and a random viewing angle for each jet according
to the probability distribution of sin θvdθvdφ with θv < 0.22
rad.12 For each burst generated we calculate the νIν spectrum to
obtain the spectral peak energy, Ep,obs, and the fluence, I, in the
2–400 keV range by using Equation (4). Since Ep,obs’s and Is
calculated for each q = θv/θj in the three models are different
only by factors less than 2, Ep,obs’s and Is of the simulated bursts
may be calculated using just one model, for which we chose the
CD model.

The distributions of γ and θj for GRB jets are highly
uncertain. We make a simple assumption for the distribution
and in Section 4.3 we perform some simulations for different
assumptions. We fix γ = 100. We assume the distribution of θj

as

f (θj )dθj ∝
{
θ

q1
j dθj , for 0.001 ! θj ! 0.02,

θ
q2
j dθj , for 0.02 ! θj ! 0.2,

(18)

where q1 = 0.5 and q2 = −2.0. The value of q2 = −2 is
inferred from the observations of the steepening breaks (i.e., jet
breaks) of some optical afterglows (Frail et al. 2001; Zeh et al.
2006) and from analysis of BATSE data using some empirical
relations (Yonetoku et al. 2005). There are several suggestions
of events with very small θj (e.g., Schady et al. 2007; Racusin
et al. 2008), although the value of q 1 is highly uncertain. The
spectral parameters r2

0 A0, γ ν ′
0,α, and β are assumed as follows.

The first two parameters are given so that the rest-frame spectral
peak energies and isotropic γ -ray energies calculated for a jet
viewed with θv = 0 are consistent with those of typical GRBs.
Such an on-axis emission has approximately Ep = 2γ ν ′

0 and
Eiso = 16π2r2

0 A0γ ν ′
0. The parameters r2

0 A0 and γ ν ′
0 are given

through the empirical relations Eisoθ
2
j /2 = 1051ξ1 erg and

Ep = 80ξ2(Eiso/1052 erg)1/2 keV (e.g., Frail et al. 2001; Amati

12 We confirmed that the bursts with θv ! 0.22 rad in our simulation are not
detected by HETE-2 or POET with the parameters we adopt in this paper. We
can, therefore, discuss the distribution of several quantities of the detectable
bursts and the event rate ratio of bursts for which polarizations can be measured
to the detectable bursts without considering the bursts with θv ! 0.22 rad.
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Figure 6. Ep,obs − Π diagrams for the simulated events that can be detected by
GRAPE in the SO (red open circles), SR (green filled circles), and CD (blue plus
signs) models. The adopted parameters are as follows. The fixed parameters
are γ = 100, q1 = 0.5, q2 = −2.0,α = −0.2,β = 1.2, and T = 20 s.
The distribution of the source redshift z is assumed to be in proportion to the
cosmic star formation rate. The parameters r2

0 A0 and γ ν′
0 are distributed so

that the simulated Ep,obs − F diagram is consistent with the observed data (see
Figure 5). See text for the cases of the spectral indices distributed realistically,
for −0.5 < α < 0.4 and 0.9 < β < 1.8.
(A color version of this figure is available in the online journal.)

et al. 2002). We assume that the coefficients ξ1 and ξ2 obey the
lognormal distribution (Ioka & Nakamura 2002) with averages
of 1 and logarithmic variances of 0.3 and 0.15, respectively. The
last two parameters are fixed by α = −0.2 and β = 1.2, which
are typical values for GRB prompt emission (Preece et al. 2000;
Sakamoto et al. 2005). The distribution of the source redshift, z,
is assumed to be in proportion to the cosmic star-formation rate.
We adopt the model SF2 in Porciani & Madau (2001), i.e., the
comoving GRB rate density is assumed to be proportional to

R(z) = exp(3.4z)
exp(3.4z) + 22

√
ΩM (1 + z)3 + ΩΛ

(1 + z)3/2
. (19)

We take the standard cosmological parameters of H0 =
70 km s−1 Mpc−1, ΩM = 0.3, and ΩΛ = 0.7.

Figure 5 shows the results of Ep,obs and time-averaged flux,
F. The time-averaged flux is calculated by F = I/T , where T is
the duration of a burst. We fix T = 20 s, which is a typical value
for long GRBs (e.g., Sakamoto et al. 2005). We show only the
simulated bursts that have fluxes above the detectable limit of
the HETE-2 satellite. They are consistent with the data obtained
by HETE-2 (Sakamoto et al. 2005). The scatter of the simulated
bursts is due to both the scatter of the assumed jet parameters
and the viewing angle effect (Yamazaki et al. 2004; Donaghy
2006).13

4.2. Properties of Polarization Distribution

We calculated the linear polarization, Π, by using Equations
(11), (16), and (17) to obtain the polarization distribution of
the simulated bursts that can be detected by GRAPE and LEP.
The detection limits of GRAPE and LEP are set to be the MDP
contours of 1.0 (see Figure 1).14 Figures 6 and 7 show the

13 Yamazaki et al. (2004) showed a deviation from the Amati relation
(Ep ∝ E

1/2
iso ) for Ep < 10 keV in the uniform jet model, but the Ep,obs − F

diagram we derive is still consistent with the observed data set.
14 The detection limits of GRAPE and LEP for signal-to-noise ratio > 5 are
similar but not identical to the MDP contours of 1.0. Thus, our setting for the
detection limits is just for simplicity.
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Figure 5. Ep,obs − F diagram calculated in our Monte Carlo simulation. The
simulated events that can be detected by WXM on HETE-2 are represented by
dots. They are compared with the HETE-2 data (points with errorbars; Sakamoto
et al. 2005).

among GRBs and X-ray flashes in several models of geomet-
rical structure of GRB jets (Zhang et al. 2004; Yamazaki et al.
2004; Dai & Zhang 2005; Toma et al. 2005; Donaghy 2006). We
generated 10,000 GRB jets with Lorentz factor, γ , and opening
angle, θj , and a random viewing angle for each jet according
to the probability distribution of sin θvdθvdφ with θv < 0.22
rad.12 For each burst generated we calculate the νIν spectrum to
obtain the spectral peak energy, Ep,obs, and the fluence, I, in the
2–400 keV range by using Equation (4). Since Ep,obs’s and Is
calculated for each q = θv/θj in the three models are different
only by factors less than 2, Ep,obs’s and Is of the simulated bursts
may be calculated using just one model, for which we chose the
CD model.

The distributions of γ and θj for GRB jets are highly
uncertain. We make a simple assumption for the distribution
and in Section 4.3 we perform some simulations for different
assumptions. We fix γ = 100. We assume the distribution of θj

as

f (θj )dθj ∝
{
θ

q1
j dθj , for 0.001 ! θj ! 0.02,

θ
q2
j dθj , for 0.02 ! θj ! 0.2,

(18)

where q1 = 0.5 and q2 = −2.0. The value of q2 = −2 is
inferred from the observations of the steepening breaks (i.e., jet
breaks) of some optical afterglows (Frail et al. 2001; Zeh et al.
2006) and from analysis of BATSE data using some empirical
relations (Yonetoku et al. 2005). There are several suggestions
of events with very small θj (e.g., Schady et al. 2007; Racusin
et al. 2008), although the value of q 1 is highly uncertain. The
spectral parameters r2

0 A0, γ ν ′
0,α, and β are assumed as follows.

The first two parameters are given so that the rest-frame spectral
peak energies and isotropic γ -ray energies calculated for a jet
viewed with θv = 0 are consistent with those of typical GRBs.
Such an on-axis emission has approximately Ep = 2γ ν ′

0 and
Eiso = 16π2r2

0 A0γ ν ′
0. The parameters r2

0 A0 and γ ν ′
0 are given

through the empirical relations Eisoθ
2
j /2 = 1051ξ1 erg and

Ep = 80ξ2(Eiso/1052 erg)1/2 keV (e.g., Frail et al. 2001; Amati

12 We confirmed that the bursts with θv ! 0.22 rad in our simulation are not
detected by HETE-2 or POET with the parameters we adopt in this paper. We
can, therefore, discuss the distribution of several quantities of the detectable
bursts and the event rate ratio of bursts for which polarizations can be measured
to the detectable bursts without considering the bursts with θv ! 0.22 rad.
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Figure 6. Ep,obs − Π diagrams for the simulated events that can be detected by
GRAPE in the SO (red open circles), SR (green filled circles), and CD (blue plus
signs) models. The adopted parameters are as follows. The fixed parameters
are γ = 100, q1 = 0.5, q2 = −2.0,α = −0.2,β = 1.2, and T = 20 s.
The distribution of the source redshift z is assumed to be in proportion to the
cosmic star formation rate. The parameters r2

0 A0 and γ ν′
0 are distributed so

that the simulated Ep,obs − F diagram is consistent with the observed data (see
Figure 5). See text for the cases of the spectral indices distributed realistically,
for −0.5 < α < 0.4 and 0.9 < β < 1.8.
(A color version of this figure is available in the online journal.)

et al. 2002). We assume that the coefficients ξ1 and ξ2 obey the
lognormal distribution (Ioka & Nakamura 2002) with averages
of 1 and logarithmic variances of 0.3 and 0.15, respectively. The
last two parameters are fixed by α = −0.2 and β = 1.2, which
are typical values for GRB prompt emission (Preece et al. 2000;
Sakamoto et al. 2005). The distribution of the source redshift, z,
is assumed to be in proportion to the cosmic star-formation rate.
We adopt the model SF2 in Porciani & Madau (2001), i.e., the
comoving GRB rate density is assumed to be proportional to

R(z) = exp(3.4z)
exp(3.4z) + 22

√
ΩM (1 + z)3 + ΩΛ

(1 + z)3/2
. (19)

We take the standard cosmological parameters of H0 =
70 km s−1 Mpc−1, ΩM = 0.3, and ΩΛ = 0.7.

Figure 5 shows the results of Ep,obs and time-averaged flux,
F. The time-averaged flux is calculated by F = I/T , where T is
the duration of a burst. We fix T = 20 s, which is a typical value
for long GRBs (e.g., Sakamoto et al. 2005). We show only the
simulated bursts that have fluxes above the detectable limit of
the HETE-2 satellite. They are consistent with the data obtained
by HETE-2 (Sakamoto et al. 2005). The scatter of the simulated
bursts is due to both the scatter of the assumed jet parameters
and the viewing angle effect (Yamazaki et al. 2004; Donaghy
2006).13

4.2. Properties of Polarization Distribution

We calculated the linear polarization, Π, by using Equations
(11), (16), and (17) to obtain the polarization distribution of
the simulated bursts that can be detected by GRAPE and LEP.
The detection limits of GRAPE and LEP are set to be the MDP
contours of 1.0 (see Figure 1).14 Figures 6 and 7 show the

13 Yamazaki et al. (2004) showed a deviation from the Amati relation
(Ep ∝ E

1/2
iso ) for Ep < 10 keV in the uniform jet model, but the Ep,obs − F

diagram we derive is still consistent with the observed data set.
14 The detection limits of GRAPE and LEP for signal-to-noise ratio > 5 are
similar but not identical to the MDP contours of 1.0. Thus, our setting for the
detection limits is just for simplicity.

Uniform	jet	assumed.	
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where S =
∫

(Sν/hν) dν and τ (r) = Γ−1κ(r)r is defined using
κ = I−1

∫
κν I dν.

Scattering conserves photon number, and the transfer equa-
tion is expected to give the corresponding conservation law.
Multiplying Equation (10) by 1 + µ, integrating over µ, and
re-arranging terms, one gets

d

d ln r
ln [Γ(I1 + I0)] = −2, (11)

where Im(r) are the moments of I(µ, r) and we used I0 = S0
which is true for any scattering process. The quantity 4πI1 is
the number flux of photons measured in the fluid frame, and
4πI0/c is the number density of photons in the fluid frame.
Lorentz transformation of the four-flux vector 4π (I0, I1, 0, 0)
gives the radial photon flux measured in the lab frame, F̃ =
4πΓ(I1 + βI0). Equation (11) in essence states r2F̃ = const
(with β → 1) and expresses the conservation of the photon
number.

3. ISOTROPIC-SCATTERING MODEL

In this section, we solve the transfer problem assuming the
simplest form of the interaction between radiation and the
fluid: coherent isotropic scattering in the fluid frame. It gives
a reasonable first approximation to Thomson scattering, which
is considered in Section 4. We consider here matter-dominated
outflows—the outflow is assumed to be massive enough, so that
it can coast with Γ(r) ≈ const (Section 2.2), which corresponds
to g(r) ≈ 1 (Equation (2)).

Then the energy transfer Equation (5) reads

∂I

∂ ln r
= −(1 − µ2)

∂I

∂µ
− 4(1 − µ) I + τ

(I0 − I )
1 + µ

. (12)

Here we substituted the source function that describes isotropic
scattering S(µ, r) = I0(r), where I0 is the zero-moment of
intensity (Equation (7)). We will assume a constant cross
section3σ (ν) = const and Ṅe(r) = const. Then Equation (3)
gives

τ (r) = R⋆

r
, R⋆ = σ Ṅe

4π Γ2 βc
. (13)

Transfer of photon number is described by an equation similar
to Equation (12) where I is replaced by I and the numerical
coefficient −4 in the second term on the right-hand side is
replaced by −3 (cf. Equation (10)).

3.1. Integration of Transfer Equation

Equation (12) gives the expression for ∂I/∂ ln r in terms of
I. Direct integration in ln r immediately yields the solution for
I (µ, r). Our numerical integration starts at rin = 3 × 10−3R⋆

and takes the isotropic I (µ, rin) = const as the boundary
condition. We use a uniform grid in θ and ln r of size 300×105.
With a simplest integrator—Runge–Kutta scheme of fourth
order—the grid gives the excellent accuracy of ∼0.1% (we have
checked this by varying the grid). Two more details of numerical
integration are worth mentioning.

3 This is a good approximation for the bulk of GRB photons. The typical
energy of observed photons is ∼1 MeV. They are emitted in the rest frame of
the jet with energy ∼Γ−1MeV, much smaller than mec

2. Klein–Nishina
corrections are small for such photons and the scattering cross section is
approximately independent of ν.

Figure 1. Angular distribution of radiation intensity in the fluid frame at three
radii: r/R⋆ ≈ 0.03, 0.1, and 0.5, which correspond to optical depths τ ≈ 30,
10, and 2, respectively. For a better comparison, we plot (r/R⋆)2I , where the
factor (r/R⋆)2 compensates for the photon dilution due to expansion. The overall
normalization of the transfer solution is chosen so that I (µ, r) = (r/R⋆)−8/3 =
τ 8/3 at radii r < 0.01R⋆ where radiation is nearly isotropic (I does not depend
on µ) and follows the adiabatic cooling law I = τ 8/3. Open circles show the
intensity at τ = 2 that is obtained by the Monte Carlo code (Section 3.3).
(A color version of this figure is available in the online journal.)

(1) At one boundary of the computational domain µ → −1
and the transfer equation gives (S − I )/I → 0. This requires
I = S = I0 at µ = −1. Note that the optical depth
∆τray passed along the ray in one step ∆ ln r depends on µ:
∆τray(µ) = τ (r) ∆ ln r/(1+µ). Numerical integration is possible
only if ∆τray < 1, which is violated close to the boundary
µ = −1. However, in this region τray = τ/(1 + µ) ≫ 1 simply
enforces I ≈ S. In the process of integration, we set I = S
wherever ∆τray(µ) > 0.7.

(2) The transfer equation contains the term (1−µ2) ∂I/∂µ =
sin θ ∂I/∂θ . We use a grid θi (i = 0, ..., n), where θ0 = 0
and θn = π . The term sin θ ∂I/∂θ is not needed at θ0 and
θn (it vanishes). For all other θi we evaluate this term using
∂I/∂θ = (Ii+1 − Ii−1)/(θi+1 − θi−1).

The transfer Equation (12) has no free parameters and the
solution is unique. The result is shown in Figure 1. The striking
feature is the strong beaming of the radiation field in the fluid
frame, even at large optical depths τ ∼ 10. Beaming may be
described by the ratio of intensities at µ = 1 and µ = −1:
b(r) ≡I (1, r)/I (−1, r). This quantity is shown in Figure 2. It
significantly deviates from unity starting at τ ∼ 10. In the zone
of τ ≪ 1, I (1, r) = const and I (−1, r) = I0 ∝ r−2. Therefore,
b(r) ∝ r2 at r ≫ R⋆.

3.2. Adiabatic Cooling

To examine adiabatic cooling, one should consider the energy
flux of radiation in the lab frame F̃ = 4π Ĩ1, where Ĩ1 =
Γ2[β(I0 + I2) + (1 + β2)I1] is the first moment of intensity in the
lab frame.4 Here we cannot take the formal limit Γ → ∞, as
the transformation between the lab frame and the fluid frame is
not well defined in this limit. The total luminosity of radiation

4 4πIm are the components of the stress–energy tensor of radiation:
T 00 = 4πI0, T 01 = 4πI1, and T 11 = 4πI2, where the index 0 in T µν

corresponds to the time coordinate and the index 1 corresponds to the spatial
coordinate in the radial direction. Tensor transformation from the fluid frame
to the lab frame reads T̃ µν = Λµ

σ Λν
ρT σρ , where Λ0

0 = Λ1
1 = Γ and

Λ0
1 = Λ1

0 = Γβ. It gives T̃ 01 = Γ2[β(T 00 + T 11) + (1 + β2)T 10].

3

(Beloborodov	11)	

•  Prompt	emission	could	be	
quasi-thermal	emission	

•  ΠL	can	be	high	if	matter-
dom.	at	photosphere	
(Beloborodov	11)	

•  Polarization	properties	
similar	to	SR	model	

•  ΠL	>	30%	requires	a	fine	
tuning	of	parameters	

•  See	also	Ito+14;	
Lundman+14		

Radiation	intensity	is	highly	anisotropic	
in	the	fluid	frame	
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Figure 1. Schematic illustration of our two-component (spine-sheath) jet model.
A fast spine jet (θ ! θ0 − dθB/2) is embedded in a slower sheath outflow
(θ0 + θB/2 ! θ ! θj). The spine and sheath start to accelerate at radius ri.
The acceleration continues up to rs0 and rs1 in the spine and sheath regions,
respectively. Since the dimensionless entropy of the spine η0 is larger than that
of the sheath η1, the saturation radius and the terminal Lorentz factor of the
spine (rs0 = η0ri and Γ0 = η0) are larger than those of the sheath (rs1 = η1ri
and Γ1 = η1). The photospheric radius of the spine rph0 is smaller than that of
the sheath rph1, where the photospheric radius is defined by Equation (4). There
is a transition layer with an angular width dθB between the spine and sheath
(θ0 −θB/2 ! θ ! θ0 +θB/2). The dimensionless entropy and kinetic luminosity
in this region are determined by the interpolations from the two regions. In our
calculation, thermal photons are injected at the saturation radius of the sheath
rinj = rs1, and their transfer is solved up to the radius at which the optical depth
is much lower than unity.

which a stratified structure is present in the lateral (θ ) direction.
We consider two types for the stratification: (1) a two-component
(spine-sheath) jet in which a fast spine jet is embedded in a
slower sheath outflow, and (2) a multicomponent jet that is
composed of multiple outflow layers of finite lateral width. The
schematic picture of the two models is shown in Figures 1 and 2.

In both models, we assume a sharp transition layer between
each component that has lateral width dθB. As for the two-
component jet model, the spine region is defined as a region of
conical outflow with a half-opening angle θ0 −dθB/2, while the
sheath is a region that surrounds the spine and has an angular
extension of θ0 + dθB/2 ! θ ! θj. In the multicomponent jet
model, two components having fixed widths of dθ0−dθB (Com-
ponent 0, hereafter C0) and dθ1 − dθB (Component 1, hereafter
C1) alternately appear in the transverse direction. While the
first component located at the center is a conical outflow with
a half-opening angle (dθ0 − dθB)/2, other components have
sheath structures that have the same central axis. The repeated
pattern of this transverse structure continues until the total an-
gular extension reaches the half-opening angle of the jet, θj.
As described below, the properties of the spine (sheath) in the
two-component jet model are determined in the same manner as
C0 (C1) in the multicomponent jet model. Hereafter, the quan-
tities corresponding to the spine (C0) and sheath (C1) regions
are denoted by subscripts 0 and 1, respectively. The quantities

Figure 2. Schematic illustration of our multicomponent jet model. Two
components having fixed widths of dθ0−dθB (C0) and dθ1−dθB (C1) alternately
appear in the transverse direction within the jet with half-opening angle θj. There
are transition layers with an angular width dθB between the two components.
The radial profiles of C0 and C1 and the transition layer are determined in the
same way as in the two-component jet model.

without the subscript refer to all regions including the boundary
transition layers.

It is noted that the two-component jet model is introduced to
clarify the effects of sharp velocity gradients on the resulting
spectra and the polarization. The main difference between the
present paper and Paper I is that here we include and quantify the
polarization signal. On the other hand, the multicomponent jet
model is introduced in order to explicitly show that the existence
of sharp velocity gradient regions within an angular scale
∼2Γ−1 is essential to reproduce the typical observed spectra
of GRBs and to quantify the polarizations associated with these
emissions. Although the assumed geometry of the employed
models is somewhat artificial, it is stressed that similar results
are expected if sharp velocity shear regions are present in the
transverse structure of the jet and are closely distributed within
a small angular scale ∼2Γ−1. Such a rich internal structure
is indeed inferred from the recent numerical simulations (e.g.,
Matsumoto & Masada 2013a, 2013b). We will mention this
issue later in Sections 3.3 and 4.1.

2.1. Fluid Properties of Stratified Jet

We consider a steady radially expanding axisymmetric out-
flow, and the radial profiles of the fluid properties are de-
scribed by the standard adiabatic fireball model (e.g., Piran
2004; Mészáros 2006, and also see Paper I for a brief review),
which can be determined uniquely by the three independent pa-
rameters: the initial radius, ri, the kinetic luminosity, L, and the
dimensionless entropy (or, equivalently, the terminal Lorentz
factor), η ≡ L/Ṁc2, where Ṁ and c are the mass outflow rate
and the speed of light, respectively. In the present study, we only
consider the case in which the photosphere, rph, the radius where
the fireball becomes optically thin (see Equation (4)), is located
above the saturation radius, rs = ηri, the radius where the bulk
acceleration of the fireball ceases. Hence, the three parameters

3
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Figure 11. Same as Figure 10, but for lower dimensionless entropies (η0 = 200 and η1 = 50), wider jet (θj = 2◦), and larger initial fireball radius (ri = 109 cm).
While dθ1 = 0.◦4 is employed in all cases, from top to bottom panels, cases for dθ0 = 0.◦6, 0.◦4, 0.◦2, and 0.◦1 are shown.
(A color version of this figure is available in the online journal.)
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Figure 1. An example Lorentz factor profile (equation 5). The Lorentz
factor is approximately constant, ! ≈ !0, in the jet core (θ < θ j), while in
the shear layer (θ > θ j) the Lorentz factor scales approximately as a power
law with angle, ! ∝ θ−p. In our model, !0, θ j and p are free parameters.
For this figure !0 = 300, θ j!0 = 3 and p = 2 were used.

The photon emission rate from the central engine is obtained by
noting that photons dominate the energy density at the jet base,
and the average photon energy is 2.7kT0, where k is the Boltzmann
constant. Therefore, dṄγ /d$ = L/(4π 2.7kT0).

Motivated by the angular Lorentz factor profiles presented by
Zhang et al. (2003), we assume that the angular profile of the baryon
loading leads to a saturated Lorentz factor of the form

!(θ ) = !0√
(θ/θj)2p + 1

, (5)

where !0, θ j and p are free model parameters. As the saturated
Lorentz factor is inversely proportional to the baryon loading (equa-
tion 1), equation (5) together with the assumed outflow luminosity
determines the baryon loading of the outflow. Equation (5) implies
that the Lorentz factor is approximately constant, equal to !0, in
the jet core (θ < θ j) while the shear layer Lorentz factor scales ap-
proximately as a power law of the angle, ! ∝ θ−p (θ > θ j). A larger
value of p increases the steepness of the Lorentz factor gradient in
the shear layer, which also decreases the angular width of the shear
layer. The outer angle of the shear layer can be approximated as
the angle where the Lorentz factor equals a few, θ s ≈ θ j(!0/2)1/p

(where !(θ s) = 2 was used), and the width of the shear layer is
θ s − θ j ≈ θ j[(!0/2)1/p − 1]. The complete set of free model param-
eters is therefore L, r0, !0, θ j and p, as well as the observer viewing
angle θv, which is measured from the jet axis. An example Lorentz
factor profile is shown in Fig. 1.

An observer located at zero viewing angle sees deeper into
the outflow than any other observer. For this observer, the pho-
tospheric radius is at a minimum along the LOS. By integrat-
ing equation (2) from r to infinity along the radial direction at
θ = 0 and equating the resulting optical depth to unity, the ra-
dius of the photosphere along the LOS is found, Rph(θv = 0) =
LσT/(8πmpc

3!3
0), where the Thomson scattering cross-section, σ T,

was used. The comoving temperature at this point in the outflow
is kT ′

ph = 0.36 (!0/300)5/2(L/1052 erg s−1)−5/12(r0/108 cm)1/6 keV
(while the observed temperature is Doppler boosted, kT ob

ph ≈
2!0kT ′

ph for an on-axis observer). For non-zero viewing angles
the photospheric radius is larger, and therefore the comoving tem-
perature at the photosphere is lower. We therefore conclude that

the electrons are cold (kinetic energies much less than mec2, where
me is the electron mass) in all relevant regions of the jet, and the
scattering is in the Thomson regime, justifying the use of σ = σ T.

2.2 Polarization properties of the photospheric emission:
qualitative discussion

Polarization is an inherent feature of the Compton scattering pro-
cess. Thomson scattering of an initially unpolarized photon beam
at an angle of π/2 results in a fully linearly polarized outgoing
beam. The polarization vector of the outgoing beam is orthogonal
to the plane defined by the incoming and outgoing photon directions.
There is therefore an inherent potential for observing linearly polar-
ized emission from environments dominated by scattering, such as
the photosphere. No circular polarization is induced by scatterings
in the Thomson regime, and even if the initial photon field carries
some degree of circular polarization, this polarization component
quickly disappears within a few scatterings. Therefore, we expect
to observe only linear polarization from the photosphere.3

A basic requirement for producing a polarized signal by Comp-
ton scattering is that the comoving photon distribution in the fluid
element where the last scattering occurs is anisotropic. This is be-
cause an isotropic distribution scatters equally into all directions,
and as there is no preferred direction in the scattered photon field,
there is no preferred direction for emission to be polarized in. As a
photon propagates freely along a straight line between successive
scatterings in an expanding outflow, the lab frame angle between the
photon momentum vector and the local velocity direction decreases.
If the lab frame angle decreases, so does the local comoving frame
angle. This provides a source of anisotropy to the photon field.
On the other hand, scattering reduces the comoving anisotropy by
re-randomizing photon propagation directions. Deep down in the
outflow where the optical depth is large and the photon mean free
path is much smaller than the distance to the centre of the out-
flow, the comoving photon angle is changed very little between
scatterings, and the local comoving photon field can be considered
isotropic. However, close to the photosphere the mean free path is
of the order of the photospheric radius, and the change in comoving
angle between scatterings is significant, which results in beaming of
the local comoving photon field in the direction of the local velocity
field. Therefore, the local comoving photon field is anisotropic at
the last scattering position, and the escaping emission is polarized.
For a thorough discussion on the comoving intensity in a spherical
outflow, see Beloborodov (2011).

While an anisotropic local comoving intensity is a necessary
requirement for producing a polarized signal, one additional re-
quirement for spatially unresolved sources is some way of breaking
the rotational symmetry of the emitting region. Consider a simpli-
fied model of a spherical outflow with Lorentz factor !, where all
photons propagate strictly radially (corresponding to maximum co-
moving anisotropy) before making their last scatterings and reach-
ing the observer. Assuming the electrons are cold, the photons that
scatter at a comoving angle of π/2 are fully linearly polarized.
This scattering angle corresponds to an angle 1/! in the lab frame,
and so the emission from a single fluid element located at angle
1/! from the LOS is fully polarized. The polarization vector of
the emission is orthogonal to the plane defined by the local radial
direction and the LOS. In a spherical outflow that is spatially unre-
solved, the distribution of simultaneously observed fluid elements

3 This statement is equivalent to V = 0, where V is the Stokes parameter for
circularly polarized emission.
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parameter formalism for single photons, which was originally de-
fined using the intensities of incoherent photon beams, we allow
for the polarization degree of each photon to vary between zero and
unity. Therefore, after a scattering event, the outgoing photon car-
ries the polarization properties that a beam of photons would have
after scattering into the current direction, instead of being fully
polarized at an angle which is drawn from the appropriate proba-
bility distribution. This treatment effectively removes a source of
statistical uncertainty from the simulated scattering process. Since
each photon in our simulation carries the same statistical weight, all
Stokes parameters are normalized (divided by i) before being added
together to form the Stokes parameters of the observed emission,
S = (I,Q,U ,V). This method is similar to the methods used by
Bai & Ramaty (1978) and Jeffrey & Kontar (2011) in the context
of solar flares, and Krawczynski (2012) in the context of blazars.

There are three reference frames of importance to scattering prob-
lems: the lab frame, the local comoving frame and the electron rest
frame. We define the lab frame as the reference frame in which
the central engine of the outflow is stationary. The local comoving
frame is the frame which is instantaneously comoving with the bulk
outflow at a given location, which changes between scatterings. The
electron rest frame is the frame which is stationary with respect to
the specific electron on which the photon scatters, and is also dif-
ferent for each scattering event.6 Between consequent scatterings
a photon propagates along a straight line in the lab frame, which
makes it the frame of choice for the propagation part of the code.
The photon energy, direction and polarization properties after scat-
tering are most easily obtained in the electron rest frame. Therefore,
the code consists of an iterative process of propagating each photon
a distance in the lab frame, followed by Lorentz transformations
of the photon properties to the electron rest frame, via the local
comoving frame. The scattering process is then performed, and the
photon properties are transformed back to the lab frame to continue
the propagation.

During a scattering process, the photon four-momentum and
Stokes vector are transformed to the local comoving frame by con-
sideration of the local velocity field at the scattering position. The
electron distribution is assumed to be isotropic in the local comoving
frame, with a Maxwellian energy distribution of the local comoving
temperature given by equation (4). The propagation direction and
Lorentz factor of the scattering electron is drawn, after which the
photon properties are transformed to the electron rest frame. The
photon scattering direction is found, with a probability density dis-
tribution given by the polarization-dependent Klein–Nishina cross-
section. After the scattered photon energy and polarization proper-
ties are computed, the photon four-momentum and Stokes vector
are transformed back to the lab frame.

Between consecutive scattering events, the photon propagates
freely along a straight line in the lab frame. In order to find the
distance to the next scattering event, first the corresponding optical
depth is drawn in the following way: the probability for a photon to
scatter before propagating an optical depth τ is P(τ ) = 1 − exp (−τ ).
Since P(τ ) is a cumulative distribution, the corresponding proba-
bility density distribution from which we wish to draw the optical
depth value is obtained by f(τ ) = dP(τ )/dτ = exp (−τ ). We define
u ≡ P(τ ) and solve for τ = τ (u), which gives τ (u) = −log (1 − u).
By drawing values of u from a uniform distribution in the range

6 Note that the electrons have a random Lorentz factor associated with the
comoving temperature of the plasma, and therefore the electron rest frame
differs from the local comoving frame.

Figure 3. The polarization properties (solid black line) and luminosity
(dashed red line, normalized to the luminosity at θv = 0) of the observed
emission as functions of the observer viewing angle, for a narrow jet
(θ j#0 = 1) with p = 4. The grey dotted line indicates Q/I = 0 for ref-
erence. The polarization and luminosity are calculated using photons with
E/mec2 > 10−4. To avoid fluctuations due to low photon statistics, the po-
larization is only shown for viewing angle bins including more than 200
simulated photons.

0 < u < 1, values of τ are returned which conforms to the prob-
ability density distribution. The drawn optical depth is compared
to the numerically integrated optical depth at a position infinitely
far away in the photon propagation direction. If the drawn opti-
cal depth is larger, the photon is assumed to escape the outflow.
Otherwise, the distance corresponding to the drawn optical depth
is obtained. Since the outflow properties vary with angle to the jet
axis, the optical depth between two points in space is obtained by
numerical integration. A minimizing routine compares the numer-
ically integrated optical depth with the drawn optical depth in an
iterative process, where the end point of the numerical integration is
modified until the acceptable tolerance is reached (the square of the
optical depth difference is less than 10−6). After the corresponding
distance is found, the photon location is updated to the new position
and a scattering occurs. We consider the Thomson cross-section in
the optical depth calculation, because of the low photon energies
involved.

In the present simulation, unpolarized photons (s = (1, 0, 0, 0))
are injected deep down in the outflow (τ = 20 in the radial direction),
where the comoving intensity can be considered isotropic. As the
luminosity of the central engine is assumed to be isotropic, the
initial photon position is chosen in an isotropic way. The comoving
photon energy is drawn from a blackbody of the comoving outflow
temperature at the injection point. The initial lab frame photon
propagation direction is chosen such that the comoving intensity
at the injection point is isotropic. The photon then propagates and
scatters until it escapes the outflow. After the simulation process,
the photons are binned in viewing angle, and the Stokes vectors are
added to form the Stokes vector of the observed emission at any
given viewing angle.

5 SIMULATION R ESULTS

In Figs 3–7 we present the results obtained from simulating the
radiative transfer in the structured jets described in Section 2. Typ-
ical central engine parameters characterizing GRBs were used:
L = 1052 erg s−1 and r0 = 108 cm. The same parameter space as
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Implications	for	emission	mechanism	

•  The	SO	model	is	favored,	while	the	SR	and	
photospheric	emission	requires	fine	tunings	

•  More	accurate,	more	statistics	needed	
•  Any	bright	bursts	with	low	ΠL?			->		photospheric	
•  Correlation	with	spectral	shape?	
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Figure 1. Synchrotron spectra from an optically thin spheri-
cal shell with three electron distributions: mono-energetic (dotted
line), Maxwellian (short-dashed line), and fast-cooling Maxwellian
(long-dashed line). For comparison the Band fit of GRB 990123 is
shown by the red thick curve.

been proposed over the years (Thompson 1994;
Eichler & Levinson 2000; Mészáros & Rees 2000;
Giannios & Spruit 2007; Beloborodov 2010, hereafter
B10; Levinson 2012; Thompson & Gill 2014). All share
a key feature: the jet is dissipative, i.e. significantly
heated as it propagates away from the central engine.
This heating modifies the emitted photospheric radi-
ation from simple blackbody emission. The resulting
spectrum was shown to have a nonthermal shape that
closely resembles the phenomenological Band function
(Pe’er et al. 2006; Giannios 2008; B10; Vurm et al. 2011,
hereafter V11). It was proposed that the dissipative
photosphere model provides a good description to the
observed spectra (Ryde et al. 2011) and needs to be
carefully tested against observations.

1.2. Internal dissipation

Four dissipation mechanisms have been proposed
as sources of GRB emission: collisionless shocks
(Rees & Meszaros 1994), damping of Alfvén wave
turbulence (Thompson 1994), magnetic reconnection
(Drenkhahn & Spruit 2002), and neutron collisions
(B10). Magnetic field and internal bulk motions provide
the energy reservoirs available for dissipation.
The presence of strong internal motions in the jet is

suggested by the observed variability of GRB radiation.
The central engine of the explosion is likely unsteady,
and additional variability is induced as the jet burrows its
way through the progenitor star and the cocoon produced
by the jet-star interaction (Lazzati et al. 2009). This
leads to multiple internal and recollimation shocks, which
keep the jet hot and relatively slow when it emerges from
the stellar progenitor. Thus, shock heating is expected
to occur in an extended range of radii and in an extended
range of timescales, which is consistent with the observed
broad power spectrum of variability (Beloborodov et al.
2000).
Additional evidence for dissipation at small radii is pro-

vided by the observed photon number emitted in GRBs.

In many GRBs, the central engine is unable to pro-
vide the observed photons, so additional photons must
be produced in the expanding jet. Photon production
is a direct consequence of dissipation at large optical
depths (B13; Vurm et al. 2013, hereafter V13; see also
Eichler & Levinson 2000; Thompson et al. 2007). Ob-
servations also require that dissipation continues at least
to the photospheric radius, so that the released spec-
trum has a nonthermal shape. Therefore, in this paper
we consider outflows which remain dissipative across a
broad range of distances from the central engine, start-
ing from the region inside the progenitor and extending
to the jet photosphere and beyond.
Baryons dominate the plasma inertia, so dissipation

of internal motions may be expected to heat ions (and
neutrons) in the first place. Efficient dissipation should
give a typical energy of ∼ 1 GeV per nucleon (its rest
mass) in a relativistic jet. Baryons themselves do not
emit significant radiation, because of their large mass-to-
charge ratio, however they pass their energy to electrons
in two ways (B10):

1. Coulomb collisions pass energy from the hot ions
to the thermalized electron/positron population
(which is kept much colder by efficient radiative
cooling).

2. Inelastic (pion-producing) nuclear collisions gener-
ate a non-thermal e± population with Lorentz fac-
tor γinj ∼ mπ/me ∼ 300.

These well-understood collisional processes provide a ro-
bust mechanism for transferring the baryon energy to
leptons and then to radiation. Collisional heating is a
major dissipative process in sub-photospheric internal
shocks (Beloborodov 2015, in preparation), in contrast to
collisionless shocks above the photosphere. The resulting
Coulomb heating and pion production give a well-defined
model for electron heating in GRB jets.
Electrons can also be directly heated by magnetic re-

connection, which is harder to model from first prin-
ciples. Collisionless shocks are also known to directly
heat electrons (e.g. Sironi & Spitkovsky 2011), however
such shocks cannot form deep below the photosphere
(Levinson 2012; Beloborodov 2015).

1.3. Evolution of radiation in the expanding jet

The energized electrons rapidly lose their energy to ra-
diation via inverse Compton (IC) scattering, synchrotron
emission, and (at extremely high optical depths) through
double Compton scattering and bremsstrahlung. The
produced photons are redistributed in energy by Comp-
ton scattering and form the spectrum that eventually
escapes at the Thomson photosphere R⋆ where the scat-
tering optical depth τT drops below unity.
Three relevant regions in the jet were described in B13:

1. The Planck zone (r ! 1010 cm, τT " 105): the
density of the jet is sufficiently high to maintain
blackbody radiation in detailed equilibrium with
the thermalized plasma.

2. The Wien zone (τT " 102): the dissipated heat is
thermalized into a Bose-Einstein photon distribu-
tion with a finite chemical potential. The number

Polarization	spectrum	

Ep
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ΠL	

Higher	
ΠL	

⇧L =
p+ 1

p+ 7
3
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Figure 5. Effect of different magnetizations. Other parameters
are the same as in Figure 2.

Figure 6. Simulated spectrum of GRB 990123 (solid line), and
a Band fit (dashed line, Briggs et al. 1999). Jet parameters: Mag-
netization εB = 0.017, simulations starting (collimation) radius
Rc = 3×1010 cm, initial Lorentz factor Γ(Rc) = 80, initial number
of photons per baryon nph(Rc)/np(Rc) = 105, terminal Lorentz
factor Γf = 590. The heating parameters are ε0,th + ε0,nth = 0.11,
ε0,th/ε0,nth = 1, kth = knth = −0.2; the non-thermal dissipation
law changes into knth = −1 at τp = 10, mimicking the declining
rate of inelastic collisions between neutrons and protons at τn < 1.
The heating proceeds until τT = 0.1.

and GRB 130427A. Good spectral fits were previously
obtained with phenomenological models combining Band
function (Band et al. 2009), a power law, and sometimes
a Planck component. Our model will pass the test if it
is able to reproduce the fits.
The results are shown in Figures 6-8. The previous

phenomenological fits are shown by red dashed curves
(see Table 2 for fit parameters) and our transfer model
is shown by solid blue curves. The achieved agreement
demonstrates that the model is consistent with the data
and provides estimates for the jet parameters for each
GRB. The parameters are given in Table 1.

Figure 7. Simulated spectrum of GRB 090902B (solid line),
and a Band+power-law fit (dashed line, Abdo et al. 2009, bin
b). Jet parameters: εB = 0.012, Rc = 3 × 1010 cm, Γ(Rc) =
70, nph(Rc)/np(Rc) = 105, Γf = 1220; Heating parameters
ε0,th + ε0,nth = 0.12, ε0,th/ε0,nth = 0.85, kth = knth = −0.25.
The heating proceeds until τT = 0.03.

Figure 8. Simulated spectrum of GRB 130427A (solid line), and
a Band fit (dashed line, Golenetskii et al. 2013). Jet parameters:
εB = 0.09, Rc = 3 × 1010 cm, Γ(Rc) = 100, nph(Rc)/np(Rc) =
3.3 × 104, Γf = 340; Heating parameters ε0,th + ε0,nth = 0.09,
ε0,th/ε0,nth = 2.5, kth = knth = −0.11; the non-thermal dissipa-
tion law changes into knth = −2 at τp = 20, the heating proceeds
until τT = 2. The black triangle corresponds to the average flux
above 100 MeV observed by Fermi/LAT during the most intense
phase of the prompt emission (Ackermann et al. 2014).

The transfer model also provides a physical interpre-
tation for the previously suggested phenomenological
components. In particular, the Band component be-
low ∼ 10 MeV in all three bursts results from ther-
mal Comptonization of low-energy photons by the heated
plasma below the photosphere. The high-energy compo-
nent from nonthermal Comptonization overlaps with the
thermal Comptonization component and smoothly ex-
tends it beyond 10 MeV. In particular, in GRB 990123,

Synchrotron	
with	possibly	
high	ΠL	

Thermal	
(unpolarized)	

But	maybe	this	difference	
is	hard	to	detect	 (Vurm	&	Beloborodov	15)	

Synchrotron	 Photospheric	



Faraday	effects	on	prompt	emission	

•  High	PL	detection	è	synchrotron	with	ordered	B	field	
•  High	efficiency,	high	Ep	è	large	amount	of	low-energy	

electrons	(γe	~	1)	è	strong	Faraday	rotation	
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Future	X-ray	polarimetry	would	further	constrain	the	
emission	mechanism	 (KT	&	Kakuwa	in	prep.)	



Detection	of	circular	polarization	

(Wiersema,	Covino,	KT+14;	see	also	
Nava,	Nakar	&	Piran	16)	
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Fig. 1.—Polarization spectrum of a late-time GRB afterglow, at day,t p 1
inferred from the standard external shock model in which all the electrons are
accelerated, i.e., . The degrees of linear polarization (thin solid line)f p 1 PL

and circular polarization (thick solid line) are shown. The degrees arePC

calculated as times those for completely ordered magnetic field,!1.5!1/ N ∼ 10
i.e., they are calibrated by detected optical linear polarization (Covino et al.
2004). Typical values of parameters are used: ergs, ,52 !3E p 10 n p 1 cm

, , and .!2 !1e p 10 e p 10 p p 2.2B e

handed system of coordinates with the wavevector k along axis
3 and the magnetic field B on plane 2-3 is adopted. Here

are polarization-dependent emissivity, and ( ) are∗h k kI,Q,V I,Q,V Q,V

the transfer coefficients related to the anti-Hermitian (Hermi-
tian) part of the dielectric tensor, describing polarization-de-
pendent absorption (the polarization of the normal modes of
the plasma). If , the normal modes are circularly∗ ∗Fk F k Fk FV Q

polarized, and the transfer equation (1) indicates that the con-
version of Q and U occurs. This is the well-known Faraday
rotation. If , the normal modes are linearly polar-∗ ∗Fk F k Fk FQ V

ized and the conversion of U and V occurs. This is called
Faraday conversion.

We define the optical depth , the rotation deptht p k sI

, and the conversion depth . The prop-∗ ∗t p Fk Fs t p Fk FsV V Q Q

erties of the solution of the transfer equation (1) are as follows.
First, suppose that the absorption effect is not significant, i.e.,

. In this case equation (1) may be integrated easily (Mel-t K 1
rose 1980b; Jones & O’Dell 1977). For , we obtain∗ ∗Fk F k Fk FV Q

the linear polarization

2 2 1/2(Q " U ) h sin (t /2)Q VP p " , (2)L F FI h t /2I V

and the circular polarization is given by the intrinsic one,
. For , the linear polarizationP p FVF/I p Fh /h F t k 1C V I V

damps. This results from the fact that the emission from dif-
ferent points through the source have its polarization plane
rotated at different angles. Analogously, for and∗ ∗Fk F k Fk FQ V

, the damping of occurs while remains intrinsic.t k 1 P PQ C L

Second, in the case in which the absorption effect is signif-
icant, i.e., , we can obtain the polarization degrees ap-t k 1
proximately by eliminating the differential term from equation
(1). As an example, if the Faraday effects are weaker than the
absorption effect, i.e., and ,2 ∗2 2 ∗2k k k k k kI V I Q

h /h ! k /kQ I Q IP " (3)L F F1 ! (h /h )(k /k )Q I Q I

is obtained to the leading order. The circular polarization is
similarly given by ." Fh /h ! k /kFV I V I

In the following sections, we apply this formulation to the

late-time GRB afterglows. The anisotropic part of the dielectric
tensor is tens of magnitudes smaller than unity for the shocked
plasma of a typical GRB afterglow. We assume that (1) the
pitch-angle distribution of electrons is isotropic for simplicity;
(2) the shocked plasma is spatially homogeneous; 3 (3) the
shocked plasma consists of a number of random cells within
each of which magnetic field is ordered. With the third as-
sumption, we obtain the observed linear and circular polari-
zations by times those for completely ordered magnetic!1/ N
field, where N is the number of the random cells in the visible
region (Jones & O’Dell 1977; Gruzinov & Waxman 1999). To
reproduce the optical detection at the level of ∼1%–3% (Covino
et al. 2004), N would be ∼103.

3. POLARIZATION OF LATE-TIME GRB AFTERGLOWS

In this section, we derive the polarization spectrum of the
late-time afterglow, based on the standard external shock model
in which all the electrons are accelerated, i.e., (see § 1).f p 1
The energy distribution of the electrons is assumed to be

for . The transfer coefficients for such!pdn/dg ∝ g g ≥ge e e m

electron plasma are summarized for frequency region byn 1 nm

Jones & O’Dell (1977) and for by Matsumiya &n K n K nB m

Ioka (2003),4 where is the characteristic synchrotron fre-nm

quency corresponding to and is the nonrelativistic electrong nm B

Larmor frequency.
The radius of the shock and the Lorentz factor of the shocked

fluid evolve as and1/4R " (17Et/4pm cn) G "p

, respectively, where t is the observer5 3 1/8(17E/1024pm c nt )p

time (Sari et al. 1998). The comoving width of the shocked
plasma shell can be estimated by , which we use as theR/4G
path length of the transfer equation (1). The magnetic field
strength, the minimum Lorentz factor, and the number density
of the accelerated electrons are written as B p

, , and , respec-2 1/2(32pm c e n) G g p e (m /m )G n p 4Gnp B m e p e acc

tively. Then we obtain Hz and6 1/4 1/4 1/2 !3/4n " 4 # 10 E n e tB 52 0 B,!2 d

Hz, respectively. Here (and12 1/2 1/2 2 !3/2n " 6 # 10 E e e tm 52 B,!2 e,!1 d

hereafter) we have adopted the notation in cgsxQ p Q/10x

units and day.t p t/1d

Figure 1 illustrates the polarization spectrum of the late-time
GRB afterglow. The frequencies at which and equalt, t , tV Q

unity are given by Hz,9 1/5 3/5 1/5 !1n " 3 # 10 E n e e n "a 52 0 B,!2 e,!1 V

Hz, and Hz,9 3/16 9/16 1/4 !1 !1/16 9 1/5 3/5 1/5 !110 E n e e t n " 10 E n e e52 0 B,!2 e,!1 d Q 52 0 B,!2 e,!1

where has been used as a fiducial value. Sincep p 2.2 n 1a

, so that no plasma effects are significant in the opticallyn " nQ V

thin regime and the intrinsic degree of polarization isn 1 na

obtained, andP p h /h p 0.5 P p Fh /hF "L Q I C V I

for . For ,!1 !1/3g (n/n ) n K n n 1 n P p (p " 1)/[p "m m m m L

and . In the optically thick re-!1 !1/2(7/3)] " 0.7 P " g (n/n )C m m

gime , , and are satisfied, and the linear2 2 2 2n ! n t k t t k ta V Q

polarization is given by equation (3). Because h /h pQ I

for , the intrinsic linear polarization vanishesk /k p 0.5 n K nQ I m

and is only produced by the conversion of the circularPL

polarization. The transfer equation (1) indicates that P ≈L

and∗ !2(k /k )(h /h ! k /k ) ≈2 # 10 Fh /h F P ≈h /h !Q I V I V I V I C V I

. All the characteristic frequencies!2k /k ≈6 # 10 Fh /hF n ,V I V I a

, and are weakly dependent on time, so that the polarizationn nQ V

spectrum does not evolve significantly. The suppression of
due to absorption effects has not been pointed out in thePC

3 Electron cooling makes the electron energy distribution inhomogeneous,
but it can be neglected in the late phase of the afterglow (Sari et al. 1998).

4 We adopt a value of different from that shown in∗Qk p [a " (3/2)]/2a

Jones & O’Dell (1977), and the sign of should be changed in MatsumiyakV

& Ioka (2003).

•  One	of	the	two	observed	
bursts	has	ΠC	~	0.6%!!	

•  Propagation	effect	appears	
to	be	weak	->	intrinsic	Πc	

•  Highly	anisotropic	electron	
distribution?	

apparent (Extended Data Fig. 3). We perform a joint fit to the XRT and GROND
light curves (where only XRT data after the first XRT light-curve break, tbreak,1, are
used) to constrain the break time. We fit using a model that consists of a smoothly
broken power law, generally defined as

Fn tð Þ~Fn tbreakð Þ t
tbreak

! "a1 s

z
t

tbreak

! "a2 s! "{1=s

where tbreak is the break time, a1 and a2 are pre- and post-break light-curve indices,
and sis the break smoothness parameter. The pre- and post-break slopes and break
smoothness are free parameters in our fit, and the break time is fixed to be the same
for X-ray and optical/infrared wavelengths (that is, an achromatic break, and in
addition a host galaxy contribution to the optical and infrared fluxes). This results
in an acceptable fit statistic (reduced x2 5 157.38/132 5 1.192), and the following
parameters (uncertainties are 1s): break time tbreak,2 5 3.72 6 0.073 104 s and break
smoothness s5 5.01 6 0.01; pre-break light-curve decay indices apre,opt 5 0.93 6 0.02,
apre,X–ray 5 0.96 6 0.11; post-break light-curve decay indices apost,opt 5 1.256 0.04,
apost,X–ray 5 1.67 6 0.10. We identify this late, achromatic, break tbreak,2 with a so-
called jet break. The resulting fit is shown in Extended Data Fig. 3. While in each
optical band there are only a few data points post-break, GROND observes in seven
bands simultaneously, making the break significant. The relatively shallow post-
break optical decay is probably caused by the combination of bright host and
smooth break: by the time the light curve asymptotes to its post-break index it is
dominated by host galaxy light.

The line-of-sight extinction in the host galaxy and the spectral slopes are found
by fitting an XRT1GROND spectral energy distribution (at time 11,085 s after trigger)
with a SMC-like extinction law44. The best fit, with reduced x2 5 1.04, is obtained
by a single power law (a broken power law does not result in significant fit improve-
ment) with parameter b 5 0.88 6 0.01, and a optical extinction in the V band of
AV 5 0.22 6 0.02 mag.

The fact that X-ray and optical/infrared wavelengths have the same spectral index
and that the pre-break decay indices are (within errors) identical, suggests that X-ray
and optical are both in the same spectral regime, likely n . nc. The achromatic nature
of the light-curve break is consistent with a jet break interpretation, supporting
our interpretation of the linear polarization behaviour of this afterglow.
Circular polarization of synchrotron emission. The linear and circular polariza-
tion degrees of the optically thin synchrotron emission from the electrons with a
spectrum given by N ce,að Þ~Kc{p

e f að Þ, where ce is the electron Lorentz factor, ais
the electron pitch angle and K is the normalization factor, are given by11,45

Plin~
pz1

pz
7
3

Pcir~
1
ce

2zpð Þ cot hzg hð Þ
p

pz1

pz
7
3

C
3pz8

12

! "
C

3pz4
12

! "

C
3pz7

12

! "
C

3p{1
12

! "

Here h is the viewing angle with respect to the magnetic field direction, C is the
mathematical Gamma function, and we have defined

g hð Þ: 1
f hð Þ

df að Þ
da

####
a~0

These two equations are valid when g hð Þ=ce.
If the electron pitch-angle distribution is isotropic, that is, g(h) 5 0, then Pcir*c{1

e .
This simply means that the circular polarization contributions of electrons with
pitch angles h 1 aand h 2 anearly cancel out, and the remaining Pcir scales with
the angular size of the beaming cone of the synchrotron emission, c{1

e .

The electrons with Lorentz factor ce mainly contribute to the synchrotron

emission at frequency n~
eB

2pmec

! "
c2

e
C

1zz
, where the magnetic field strength B

and the blast wave Lorentz factor C can be estimated by the standard external
shock model21. Therefore, by calculating the Lorentz factor of the electrons pro-
ducing the R-band emission, one can predict Pcir at the observing time as

Pcir<10{4e1=4
B,{2E1=8

52 n1=8

where eB~0:01eB,{2 is the fraction of the magnetic energy density to the internal
energy density, E 5 1052E52 (erg) is the total blast wave energy and n (cm23) is the
circumburst particle number density. This value does not strongly depend on the
model parameters, and is very low (in spite of the assumption that the magnetic
field is ordered) compared to the observed value of Pcir 5 0.61 6 0.13%. In reality,
the magnetic field directions are largely random, as implied by the observed Plin

light curve. However, the linear and circular polarization degrees are reduced to the
same extent by the randomness of the field, so the ratio Pcir/Plin < 1024 is applic-
able also for the random field case, which is clearly inconsistent with the observed
value Pcir/Plin < 0.15.

In a situation where the pitch-angle distribution is not isotropic, the circular polar-
ization contributions of electrons are not cancelled out and Pcir can be higher. The
observed polarization ratio Pcir/Plin, implies that g(h )/ce < 0.1 and then g(h ) < 103,
which means a highly anisotropic pitch-angle distribution.

The detection of high circular polarization implies that the emitting plasma con-
sists mainly of electrons and protons, rather than electrons and positrons, because
the circular polarizations of the synchrotron emission of electrons and positrons
perfectly cancel out45. This implication is consistent with the emission model of the
forward shock propagating in the circumburst medium.
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LETTERS NATURE ASTRONOMY

Our linear polarimetry campaign consisted of a set of five obser-
vations carried out with the European Southern Observatory Very 
Large Telescope equipped with the FOcal Reducer and low dis-
persion Spectrograph (FORS2; http://www.eso.org/sci/facilities/
paranal/instruments/fors.html) starting on 18 August 2017 and 
spanning almost ten days. After that, the transient was too faint for 
a reliable polarimetric analysis. Details of the observing setup, data 
reduction and analysis are reported in the Methods. The derived 
degree of linear polarization, position angle and optical brightness 
after instrumental corrections had been applied are given in Table 1. 
A complete observation log, including the dates of the observations, 
exposure times, filters and seeings, is reported in Table 2. The Stokes 
parameters for optical transient and nearby field stars for the first 
four epochs are shown in Fig. 1. Over the duration of our campaign, 
the transient showed a degree of linear polarization and a position 
angle fully consistent with that shown by stars in the field whose 
polarization is induced by dust in our Galaxy. This implies that the 
macronova emission is essentially unpolarized at a level driven by 
the photometric uncertainties and the spread of polarization shown 
by field stars (that is, 0.4–0.5%).

GW 170817 originated in the coalescence of two neutron stars11. 
Numerical simulations show that these events can eject a small 
part of the original system into the interstellar medium3,25,26 and 
also form a centrifugally supported disk that is quickly dispersed 
in space with a neutron-rich wind7. These two different ejection 
mechanisms are characterized by material of differing composition. 
The outflows from the disk are probably lanthanide free since the 
synthesis of heavier elements is suppressed by the high tempera-
ture8, while the surface material is the site of an intense r-process 
nucleosythesis, producing heavy elements. In both cases, the spec-
trum should be close to a black-body, peaking in the optical in the 
disk-wind case and in the infrared for the lanthanide-rich material 
due to its very large opacity8,9. Ejecta should flow out anisotropically 
around the orbital plane of the system and outflows in the polar 
region can be produced by a strong shock driven by the merger and 
by processes such as viscous heating and magnetic effects in the 
disk27. Anisotropies induced by electron scattering can then pro-
duce some polarization28. As pointed out by Kiuchi at al.27, in the 
case of high optical depth to electron scattering (∼ 1) and assuming 
spectral lines do not significantly depolarize the global emission, 
the linear polarization observed from the equatorial plane could be 

as high as a few percent. As is the case of supernovae, this depends 
on the degree of asymmetry of the photosphere. However, with 
respect to the supernova case, if the ejecta are mainly composed of 
r-process elements, the ionization degree is not particularly high7,29  

Table 1 | Results of the polarimetric campaign

T – TGW (days) Q/I U/I Polarization (%) Position angle (deg) Magnitude (AB)

1.46 − 0.0021!± !0.0008 + 0.0046!± !0.0007 0.50!± !0.07 57!± !4 17.69!± !0.02
2.45 − 0.0025!± !0.0016 + 0.0044!± !0.0032 < 0.58 – 18.77!± !0.04
3.47 − 0.0009!± !0.0015 + 0.0034!± !0.0024 < 0.46 – 19.27!± !0.01
5.46 − 0.0029!± !0.0033 + 0.0026!± !0.0050 < 0.84 – 20.39!± !0.03

9.48 + 0.0412!± !0.0216 − 0.0095!± !0.0126 < 4.2 – 20.69!± !0.11
Columns report the time after the GW event (17 August 2017, 12:41:04 UT; refs 11, 13), the Q /I and U/I Stokes parameters are corrected for the instrumental polarization, the bias-corrected polarization34, the 
position angle and the magnitude obtained by the acquisition frames corrected for the galactic extinction. Errors are at 1σ and upper limits are given at the 95% confidence level.

Table 2 | Observation log

Run Day (August 2017, UT) Exposure time (s) Filter Seeing (arcsec) Airmass Sun altitude (deg)

1 18.965–19.017 60 Rspecial 0.7–1.0 1.36–1.96 10.8–27.7
2 19.967–19.996 90 Rspecial 1.5–2.0 1.39–1.68 11.4–20.9
3 20.975–21.017 90 Rspecial 0.7–1.0 1.48–2.05 13.8–27.3
4 22.973–23.018 120 Rspecial 0.7–1.0 1.51–2.20 13.0–27.7

5 26.992–27.027 300 z 0.7–1.0 1.91–2.80 19.2–30.2
Columns report the run number, observation dates, filter, observed seeing, airmass of the target and Sun altitude below the horizon.
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Fig. 1 | Q/U Stokes parameter plot for the optical transient and several 
field stars near to the transient. The reported numbers in the plot indicate 
the observation run as in Table 2. The polarization of AT2017gfo (circles) 
is essentially indistinguishable from that shown by field stars (blue stars). 
Errors are at 1σ. The Stokes parameters are a set of four parameters  
that describe the full polarization state of electromagnetic radiation.  
Q  measures the difference between radiation intensity in the horizontal 
and vertical direction of a given reference frame, whereas U measures the 
difference between directions inclined by 45° and 135° with respect to the 
reference frame. I is the total intensity of the radiation. Together, Q  and U 
therefore give the amplitude and angle of the linearly polarized component 
of the received intensity.
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LETTERS NATURE ASTRONOMY

Our linear polarimetry campaign consisted of a set of five obser-
vations carried out with the European Southern Observatory Very 
Large Telescope equipped with the FOcal Reducer and low dis-
persion Spectrograph (FORS2; http://www.eso.org/sci/facilities/
paranal/instruments/fors.html) starting on 18 August 2017 and 
spanning almost ten days. After that, the transient was too faint for 
a reliable polarimetric analysis. Details of the observing setup, data 
reduction and analysis are reported in the Methods. The derived 
degree of linear polarization, position angle and optical brightness 
after instrumental corrections had been applied are given in Table 1. 
A complete observation log, including the dates of the observations, 
exposure times, filters and seeings, is reported in Table 2. The Stokes 
parameters for optical transient and nearby field stars for the first 
four epochs are shown in Fig. 1. Over the duration of our campaign, 
the transient showed a degree of linear polarization and a position 
angle fully consistent with that shown by stars in the field whose 
polarization is induced by dust in our Galaxy. This implies that the 
macronova emission is essentially unpolarized at a level driven by 
the photometric uncertainties and the spread of polarization shown 
by field stars (that is, 0.4–0.5%).

GW 170817 originated in the coalescence of two neutron stars11. 
Numerical simulations show that these events can eject a small 
part of the original system into the interstellar medium3,25,26 and 
also form a centrifugally supported disk that is quickly dispersed 
in space with a neutron-rich wind7. These two different ejection 
mechanisms are characterized by material of differing composition. 
The outflows from the disk are probably lanthanide free since the 
synthesis of heavier elements is suppressed by the high tempera-
ture8, while the surface material is the site of an intense r-process 
nucleosythesis, producing heavy elements. In both cases, the spec-
trum should be close to a black-body, peaking in the optical in the 
disk-wind case and in the infrared for the lanthanide-rich material 
due to its very large opacity8,9. Ejecta should flow out anisotropically 
around the orbital plane of the system and outflows in the polar 
region can be produced by a strong shock driven by the merger and 
by processes such as viscous heating and magnetic effects in the 
disk27. Anisotropies induced by electron scattering can then pro-
duce some polarization28. As pointed out by Kiuchi at al.27, in the 
case of high optical depth to electron scattering (∼ 1) and assuming 
spectral lines do not significantly depolarize the global emission, 
the linear polarization observed from the equatorial plane could be 

as high as a few percent. As is the case of supernovae, this depends 
on the degree of asymmetry of the photosphere. However, with 
respect to the supernova case, if the ejecta are mainly composed of 
r-process elements, the ionization degree is not particularly high7,29  

Table 1 | Results of the polarimetric campaign

T – TGW (days) Q/I U/I Polarization (%) Position angle (deg) Magnitude (AB)

1.46 − 0.0021!± !0.0008 + 0.0046!± !0.0007 0.50!± !0.07 57!± !4 17.69!± !0.02
2.45 − 0.0025!± !0.0016 + 0.0044!± !0.0032 < 0.58 – 18.77!± !0.04
3.47 − 0.0009!± !0.0015 + 0.0034!± !0.0024 < 0.46 – 19.27!± !0.01
5.46 − 0.0029!± !0.0033 + 0.0026!± !0.0050 < 0.84 – 20.39!± !0.03

9.48 + 0.0412!± !0.0216 − 0.0095!± !0.0126 < 4.2 – 20.69!± !0.11
Columns report the time after the GW event (17 August 2017, 12:41:04 UT; refs 11, 13), the Q /I and U/I Stokes parameters are corrected for the instrumental polarization, the bias-corrected polarization34, the 
position angle and the magnitude obtained by the acquisition frames corrected for the galactic extinction. Errors are at 1σ and upper limits are given at the 95% confidence level.

Table 2 | Observation log

Run Day (August 2017, UT) Exposure time (s) Filter Seeing (arcsec) Airmass Sun altitude (deg)

1 18.965–19.017 60 Rspecial 0.7–1.0 1.36–1.96 10.8–27.7
2 19.967–19.996 90 Rspecial 1.5–2.0 1.39–1.68 11.4–20.9
3 20.975–21.017 90 Rspecial 0.7–1.0 1.48–2.05 13.8–27.3
4 22.973–23.018 120 Rspecial 0.7–1.0 1.51–2.20 13.0–27.7

5 26.992–27.027 300 z 0.7–1.0 1.91–2.80 19.2–30.2
Columns report the run number, observation dates, filter, observed seeing, airmass of the target and Sun altitude below the horizon.
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Fig. 1 | Q/U Stokes parameter plot for the optical transient and several 
field stars near to the transient. The reported numbers in the plot indicate 
the observation run as in Table 2. The polarization of AT2017gfo (circles) 
is essentially indistinguishable from that shown by field stars (blue stars). 
Errors are at 1σ. The Stokes parameters are a set of four parameters  
that describe the full polarization state of electromagnetic radiation.  
Q  measures the difference between radiation intensity in the horizontal 
and vertical direction of a given reference frame, whereas U measures the 
difference between directions inclined by 45° and 135° with respect to the 
reference frame. I is the total intensity of the radiation. Together, Q  and U 
therefore give the amplitude and angle of the linearly polarized component 
of the received intensity.
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(Covino,	Wiersema,	Fan,	KT	et	al.	
2017;	Kyutoku	et	al.	2013;	2015)	

•  Upper	limit	(<0.5%)	on	intrinsic	
optical	polarization	
ü  Red	phase:	Not	inconsistent	with	

opacity	dominated	by	r-nuclei	b-b	
transition	(not	by	electron	scattering)	

ü  Blue	phase:	r-nuclei-free	ejecta	does	
not	appear	very	asymmetric	

ü  Dim	GRB	optical	afterglow	

More	quantitative	calculations	could	constrain	geometry	&	Θv	



We do not attach any physical significance to the value of
Tbb, but consider it only a convenient fit parameter.

The parameterization of the various HVM geometries is
kept simple and general. The HVM is chosen to be axially
symmetric, with the orientation of the HVM axis defined by
the two angles ! and ". The velocities v1 and v2 denote the
inner and outer radial boundaries of the HVM, while  is
the opening angle (see Fig. 4). The reference optical depth #1
of the $8542 line is assumed to be constant throughout the
defined structure boundaries. Although this is an idealiza-
tion of the real HVM, it allows us to isolate the defining geo-
metrical features of each structure individually. Table 1
summarizes the fitted parameters of each HVM geometry
considered in the sections to follow. Before considering the
specific models, we first discuss the general constraints that
must be met by any HVMmodel.

4.1. General Constraints

Figure 6 is a diagram of the formation of the Ca ii IR trip-
let feature in SN 2001el. The HVM has, for illustration,
been shown as a spherical shell. The atmosphere can be div-
ided into three regions, the HVM in each region having a
different effect on the spectrum:

1. The absorption region.—Material in the tube directly
in front of the photosphere absorbs photospheric light and
emits line source function light into the line of sight. Since
the line source function intensity is usually weaker than the
photospheric intensity, this effect produces an absorption
feature in the spectrum.
2. The emission region.—Material in the outer lobes does

not obscure the photosphere but only adds line source
function light; this produces an emission feature to the red
of the absorption.
3. The occluded region.—Material in the tube behind the

photosphere is occluded by the photosphere and is not
visible.

Because in our models it is the partial obscuration of
polarized photospheric light that gives rise to the HVM
polarization feature, all of our geometrical information on
the HVM will be about the distribution of Ca ii in the
absorption region. Whether there is any HVM Ca ii in the
emission region, and if so, what its geometry may be, will be
very difficult to say. In addition, we will have absolutely no
information about the material in the occluded region. In
the spherical HVM shell of Figure 6, about 5% of the
material is in the absorption region, 5% is in the occluded
region, and 90% is in the emission region. Thus, we only
probe a small portion of the potential HVM. We now con-
sider the general constraints of these regions in more detail.

4.1.1. Constraints on the Absorption RegionMaterial

We can list four general constraints on the HVM absorp-
tion region material that are directly deducible from the
September 25 spectra:

1. The width of the HVM flux absorption feature con-
strains #1 to be nonzero only over the line-of-sight velocity
range 18;000 25;000 km s!1. Thus, #1 is confined to a
relatively thin region that is significantly detached from
the photosphere. The edges of the flux feature are sharp,
suggesting that the boundaries of the HVM are well defined.
2. At the minimum of the HVM absorption, the flux has

decreased by 43% from the continuum level. For geometries
in which the HVM covers the entire photosphere, the opti-
cal depth implied is # " 0:8. On the other hand, some geom-
etries may have higher optical depths and smaller covering
factors, the minimal covering factor being fmin ¼ 43% for
when the lines are completely opaque. Note that in this con-
text the term ‘‘ covering factor ’’ denotes the percent of the
photospheric area obscured by the slice of HVM on a plane

TABLE 1

Fitted Parameters for HVMModels

Name
v1a

(km s!1)
v2a

(km s!1) Eb #1c
 d

(deg)
!e

(deg)
"e

(deg) Fit in Figure

Spherical shell ................ 20,200 25,300 1.0 0.83 . . . . . . . . . 8
Ellipsoidal shell .............. 21,200 24,800 0.91 1.20 . . . 25 90 11
Clumped shell ................ 20,600 24,300 1.0 5.0 23 83.5 4.2 12
Edge-on toroid............... 20,900 24,500 1.0 5.0 30 45 90 13
Inclined toroid ............... 20,500 24,700 1.0 5.0 35 45 43 15

a Inner (v1) and outer (v2) radial or semimajor boundary.
b Axis ratio.
c Optical depth of reference line ($8542).
d Opening angle (see Fig. 4).
e Angles defining orientation of HVM symmetry axis (see Fig. 4).

Fig. 6.—Schematic diagram of line formation of the Ca ii IR triplet
feature in SN 2001el. The HVM has, for illustration, been shown with a
spherical shell configuration. The line profile below is the actual flux spec-
trum of the HVM feature on September 25. The vertical lines represent a
few of the CV planes of the $8542 line. Each CV plane corresponds to
unique wavelength in the spectrum, given in the figure by the wavelength at
which they intersect the line profile.
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Fig. 8.—Synthetic spectrum fits to the observed HVM feature using the
spherical shell model of x 4.2. In the top two plots, the solid line represents
the observed data and the dashed line the fit. In the bottom, q-uplot, the
circles represent the data and the squares the fit. The open circles indicate
wavelengths corresponding to the photospheric spectrum and the solid
circles the HVM feature.

Fig. 9.—Three slices through the spherical shell HVM that demonstrate
how a detached spherical shell affects the polarization at three different
wavelengths. Each slice in red is the HVM cross section on a plane perpen-
dicular to the z- (line of sight) axis, corresponding to a CV surface for the
!8542 line at a particular wavelength. Top: vz ¼ "22; 500 km
s"1 ! ! ¼ 7900 Å; the line obscures the weakly polarized central light,
leading to a polarization peak. Middle: vz ¼ "15; 500 km s"1 ! ! ¼ 8100
Å; the line obscures the highly polarized edge light, leading to a depolariza-
tion of the spectrum. Bottom: vz ¼ "5000 km s"1 ! ! ¼ 8400 Å; the line
does not obscure the photosphere, but the line emits some unpolarized line
source function light, thus depolarizing the spectrum. Note that the photo-
spheric axis ratio has been exaggerated (E ¼ 0:8 rather than 0.91) to clarify
the asymmetry.
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Å; the line obscures the highly polarized edge light, leading to a depolariza-
tion of the spectrum. Bottom: vz ¼ "5000 km s"1 ! ! ¼ 8400 Å; the line
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Fig. 13.—Same as Fig. 8, but for synthetic spectra fits to the HVM fea-
ture using the edge-on toroid section geometry of x 4.5. The polarization
feature is much too strong.

Fig. 14.—Same as Fig. 9, but for slices through the edge-on toroid
HVM. Because the toroid is very effective in blocking light of a particular
polarization, it will lead to large polarization peaks.

Fig. 13.—Same as Fig. 8, but for synthetic spectra fits to the HVM fea-
ture using the edge-on toroid section geometry of x 4.5. The polarization
feature is much too strong.

Fig. 14.—Same as Fig. 9, but for slices through the edge-on toroid
HVM. Because the toroid is very effective in blocking light of a particular
polarization, it will lead to large polarization peaks.

Fig. 8.—Synthetic spectrum fits to the observed HVM feature using the
spherical shell model of x 4.2. In the top two plots, the solid line represents
the observed data and the dashed line the fit. In the bottom, q-uplot, the
circles represent the data and the squares the fit. The open circles indicate
wavelengths corresponding to the photospheric spectrum and the solid
circles the HVM feature.
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Å; the line obscures the highly polarized edge light, leading to a depolariza-
tion of the spectrum. Bottom: vz ¼ "5000 km s"1 ! ! ¼ 8400 Å; the line
does not obscure the photosphere, but the line emits some unpolarized line
source function light, thus depolarizing the spectrum. Note that the photo-
spheric axis ratio has been exaggerated (E ¼ 0:8 rather than 0.91) to clarify
the asymmetry.
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Å; the line obscures the highly polarized edge light, leading to a depolariza-
tion of the spectrum. Bottom: vz ¼ "5000 km s"1 ! ! ¼ 8400 Å; the line
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how a detached spherical shell affects the polarization at three different
wavelengths. Each slice in red is the HVM cross section on a plane perpen-
dicular to the z- (line of sight) axis, corresponding to a CV surface for the
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opacity-dominant	ejecta	



Table 1: Key Properties of GW170817
Property Value Reference

Chirp mass, M (rest frame) 1.188+0.004
�0.002M� 1

First NS mass, M1 1.36� 1.60M� (90%, low spin prior) 1
Second NS mass, M2 1.17� 1.36M� (90%, low spin prior) 1

Total binary mass, Mtot = M1 +M2 ⇡ 2.740.04�0.01M� 1
Observer angle relative to binary axis, ✓obs 11� 33� (68.3%) 2

Blue KN ejecta (Amax . 140) ⇡ 0.01� 0.02M� e.g., 3,4,5
Red KN ejecta (Amax & 140) ⇡ 0.04M� e.g., 3,5,6

Light r-process yield (A . 140) ⇡ 0.05� 0.06M�
Heavy r-process yield (A & 140) ⇡ 0.01M�

Gold yield ⇠ 100� 200M� 8
Uranium yield ⇠ 30� 60M� 8

Kinetic energy of o↵-axis GRB jet 1049 � 1050 erg e.g., 9, 10, 11, 12
ISM density 10�4 � 10�2 cm�3 e.g., 9, 10, 11, 12

(1) LIGO Scientific Collaboration et al. 2017c; (2) depends on Hubble Constant, LIGO Scientific Collabora-
tion et al. 2017d; (3) Cowperthwaite et al. 2017; (4) Nicholl et al. 2017; (5) Kasen et al. 2017; (6) Chornock
et al. 2017; (8) assuming heavy r-process (A > 140) yields distributed as solar abundances (Arnould et al.,
2007); (9)Margutti et al. 2017; (10) Troja et al. 2017; (11) Fong et al. 2017; (12) Hallinan et al. 2017

Figure 2: Scenario for the EM counterparts
of GW170817, as viewed by the observer (Al
Cameron) from the inferred binary inclination
angle ✓obs ⇡ 0.2� 0.5 (LIGO Scientific Collab-
oration et al., 2017d), as motivated by interpre-
tations presented in several papers (e.g. Cow-
perthwaite et al. 2017; Kasen et al. 2017; Nicholl
et al. 2017; Chornock et al. 2017; Fong et al.
2017; Kasen et al. 2017; Margutti et al. 2017;
LIGO Scientific Collaboration et al. 2017b).
Timeline: (1) Two NSs with small radii . 11
km and comparable masses (q ⇡ 1) coalesce.
The dynamical stage of the merger ejects only
a small mass . 10�2M� in equatorial tidal
ejecta, but a larger quantity ⇡ 10�2M� of
Ye > 0.25 matter into the polar region at
v ⇡ 0.2 � 0.3 c, which synthesizes exclusively
light r-process nuclei (e.g. xenon and silver);
(2) The merger product is a meta-stable hy-
permassive NS, which generates a large accre-
tion torus ⇠ 0.1M� as it sheds its angular mo-
mentum and collapses into a BH on a timescale
of . 100 ms; (3) The torus-BH powers a col-
limated GRB jet, which burrows through the
polar dynamical ejecta on a timescale of . 2
s; (4) Gamma-rays from the core of the GRB
jet are relativistically beamed away from our
sight line, but a weaker GRB is nevertheless
observed from the o↵-axis jet or the hot co-
coon created as the jet breaks through the po-
lar ejecta; (5) On a similar timescale, the ac-
cretion disk produces a powerful wind ejecting
⇡ 0.04M� of Ye . 0.25 matter which expands
quasi-spherically at v ⇡ 0.1 c and synthesizes
also heavy r-process nuclei such as gold and ura-
nium; (6) After several hours of expansion, the
polar ejecta becomes di↵usive, powering ⇠ vi-
sual wavelength (“blue”) kilonova emission last-
ing for a few days; (7) over a longer timescale ⇡
1 week, the deeper disk wind ejecta becomes dif-
fusive, powering red kilonova emission; (8) the
initially on-axis GRB jet decelerates by shock-
ing the ISM, such that after ⇡ 2 weeks its X-ray
and radio synchrotron afterglow emission rises
after entering the observer’s causal cone.

3

(Metzger	2017)	



Summary	
•  Late-time	AG	
– ΠC	detection:	mystery	
– Radio	AG:	Faraday	effects,	ALMA!	

•  Early-time	AG	
– High	ΠL	implies	ordered	B	field	in	jets	
– But	some	are	not	highly	polarized	

•  Prompt	emission	
– SO	emission	model	&	magnetically-dom.	jet	?	
More	data	needed	

•  Macronova	
– Geometry	&	viewing	angle	could	be	constrained	





降着円盤からの偏光	
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(Chandrasekhar	1960;	Rees	1975;	
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GAmma-ray	burst	Polarimeter	(GAP)	

•  Gamma-ray	burst	
polarimeter	(GAP)	aboard	
IKAROS	launched		in	2010	

•  Designed	for	prompt	
emission	polarimetry,	w/	
small	systematic	
uncertainty	of	1.8%	
(Yonetoku et al. 2011) 

•  70-300keV	
•  3	GRB	polarizations	
detected	



IBIS	on	INTEGRAL	
GRB	041219A	(Gotz+09)	 T~150s	

T~5s	

GRB	061122	(Gotz+13)	

•  P>~30%	at	2σ,	non-zero	at	~3σ, 
consistent	with	GAP	results	

•  GRB	140206A	(Gotz+14)	

PA	change	



Prompt	optical	emission	

shocks). Reverse shocks propagate back into the jet, generating
optical emission. With a uniquely bright peak visual magnitude of
5.3 (Fig. 1) at a redshift of z 5 0.937 (ref. 7), GRB 080319B was the
brightest optical burst ever observed. An observer in a dark location
could have seen the prompt optical emission with the naked eye. The
astronomical community has been waiting for such an event for the
past nine years, ever since GRB 990123 (the previous record holder
for the highest peak optical brightness) peaked at a visual magnitude
of ,9, leading to significant insight into the GRB optical emission
mechanisms8.

The location of GRB 080319B was fortuitously only 10u away from
GRB 080319A, detected by Swift less than 30 min earlier, allowing
several wide-field telescopes to detect the optical counterpart of
GRB 080319B instantly. The rapid localization by Swift enabled
prompt multi-wavelength follow-up observations by robotic
ground-based telescopes, resulting in arguably the best broadband
GRB observations obtained so far. These observations continued for
weeks afterwards as we followed the fading afterglow, providing
strong constraints on the physics of the explosion and its aftermath.

At its peak, GRB 080319B displayed the brightest optical and X-ray
fluxes ever measured for a GRB, and one of the highest c-ray fluences
recorded. Our broadband data cover 11.5 orders of magnitude in
wavelength, from radio to c-rays, and begin (in the optical and
c-ray bands) before the explosion. We identify three different com-
ponents responsible for the optical emission. The earliest data (at
t ; T 2 T0 , 50 s) provide evidence that the bright optical and
c-ray emissions stem from the same physical region within the out-
flow. The second optical component (50 s , t , 800 s) shows the
distinct characteristics of a reverse shock, and the final component

(at t . 800 s) represents the afterglow produced as the external for-
ward shock propagates into the surrounding medium. Previous mea-
surements of GRBs have revealed one or two of these components at a
time9–11, but never all three in the same burst with such clarity.
GRB 080319B is therefore a testbed for broad theoretical modelling
of GRBs and their environments.

Discovery and broadband observations

Swift’s Burst Alert Telescope (BAT12; 15–350 keV) triggered13 on
GRB 080319B at T0 5 06:12:49 UT on 19 March 2008. The burst
was detected simultaneously with the Konus c-ray detector (20 keV
to 15 MeV) on board the Wind satellite14,15. Both the BAT and
Konus-Wind (KW) light curves (Supplementary Figs 1 and 3) show
a complex, strongly energy-dependent structure, with many clearly
separated pulses above 70 keV and a generally smoother behaviour at
lower energies, lasting ,57 s.

The wide-field robotic optical telescope ‘Pi of the Sky’16 and the
wide-field robotic instrument Telescopio Ottimizzato per la Ricerca
dei Transienti Ottici Rapidi (TORTORA17) both serendipitously had
the GRB within their fields of view at the time of the explosion (as
they were both already observing GRB 080319A (ref. 18)). ‘Pi of the
Sky’ observed the onset of the bright optical transient, which began at
2.75 6 5 s after the BAT trigger, rose rapidly, peaked at ,T0 1 18 s
and then faded below the threshold to magnitude ,12 after 5 min.
TORTORA measured the brightest portion of the optical flash with
high time resolution, catching three separate peaks (Fig. 1) and enab-
ling us to do detailed comparisons between the prompt optical and
c-ray emissions.

The Swift spacecraft and the Rapid Eye Mount (REM19) telescope
both initiated automatic slews to the burst, resulting in optical obser-
vations with REM and the Swift Ultraviolet–Optical Telescope
(UVOT20), and X-ray observations with the Swift X-ray Telescope
(XRT21). Over the next several hours we obtained ultraviolet, optical
and near-infrared (NIR) photometric observations of the GRB after-
glow with the Swift-UVOT, REM, the Liverpool Telescope, the
Faulkes Telescope North, Gemini-North, and the Very Large
Telescope. Subsequent optical spectroscopy by Gemini-N and the
Hobby–Eberly Telescope confirmed the redshift of 0.937
(Supplementary Figs 4 and 5). A millimetre-wavelength counterpart
was detected with the IRAM Plateau de Bure Interferometer at
,T0 1 16 h. Multiple epochs of radio observations with the
Westerbork Synthesis Radio Telescope revealed a radio counterpart
,2–3 days after the burst. X-ray and optical observations continued
for more than four weeks after the burst. The composite broadband
light curves of GRB 080319B, which include all data discussed
throughout this paper, and cover eight orders of magnitude in flux
and more than six orders of magnitude in time, are shown in Fig. 2
and summarized in Table 1. All of these data are given in
Supplementary Information.

Ultra-relativistic prompt emission

The contemporaneous bright ‘optical flash’ and the c-ray burst
(Fig. 1) provide important constraints on the nature of the prompt
GRB emission mechanism. Although there is a general consensus that
the prompt c-rays must arise from internal dissipation within the
outflow, probably as a result of internal shocks, the optical flash may
arise either from the same emitting region as the c-rays or from the
reverse shock that decelerates the outflow as it sweeps up the external
medium. The reverse shock becomes important when the inertia of
the swept-up external matter starts to slow down the ejecta appre-
ciably, at a larger radius than the dissipation by internal shocks.

The temporal coincidence of the onset and overall shape of the
prompt optical and c-ray emissions suggest that both originate from
the same physical region (see also refs 22, 23), although their respect-
ive peaks during this phase do not positively correlate in detail (see
Supplementary Figs 8–10 and the related discussion in
Supplementary Information). Nevertheless, the initial steep rise (at
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Figure 1 | Light curve of prompt emission. The Konus-Wind background-
subtracted c-ray light curve (black; 18–1,160 keV), shown relative to the
trigger time T0 of the Swift-BAT. The burst had a peak c-ray flux of
Fp 5 (2.26 6 0.21) 3 1025 erg cm22 s21, a fluence Fc (20 keV to 7 MeV) of
(6.23 6 0.13) 3 1024 erg cm22, a peak isotropic equivalent luminosity Lp,iso

of (1.01 6 0.09) 3 1053 erg s21 (at the luminosity distance dL of
1.9 3 1028 cm, assuming cosmological parameters H0 5 71 km s21 Mpc21,
VM 5 0.27 and VL 5 0.73), and an isotropic equivalent c-ray energy release
Ec,iso of 1.3 3 1054 erg (20 keV to 7 MeV). These are among the highest
measured so far. Optical data from ‘Pi of the Sky’ (blue) and TORTORA
(red) are superimposed for comparison. The optical emission begins within
seconds of the onset of the burst. The TORTORA data have a gap during the
slew of the REM telescope to this field, but show three subpeaks in the optical
brightness, reaching a peak brightness of 5.3 mag (white). The c-ray light
curve has multiple short peaks; these are not positively correlated with the
optical peaks in detail (compare with ref. 23). If the synchrotron self-
absorption frequency is slightly above the optical emission, this may account
for the broad optical peaks and the lack of detailed correlation. However, the
optical flash begins and ends at about the same times, providing strong
evidence that both originate at the same site. See Supplementary
Information for a more detailed description of correlation tests. All plotted
error bars are 1s, and quoted parameter errors are 90% confidence.

ARTICLES NATURE | Vol 455 | 11 September 2008

184
 ©2 0 0 8 Macmillan Publis hers  Limited. All rights  res erved

optical light curve, the optical flux from the forward shock of the
narrow jet must be much less than that of the wide jet, implying that
nopt , nm , nX , nc (where nopt indicates the optical band).

The optical emission after T0 1 800 s is dominated by a single
power-law function, which is consistent with the expectation for
forward shock emission from the wide jet with nm , nopt , nc. The
late X-ray afterglow after 40 ks is also dominated by the forward
shock of the wide jet with an overall spectrum of
nm , nopt , nc , nX. At about 11 days after the burst, the X-ray light
curve breaks to a steeper slope (confirmed by a late observation with
the Chandra X-ray Observatory; E. Rol, personal communication). If
this break is interpreted as the jet break of the wide jet (Table 2), it
corresponds to an initial jet half-opening angle of ,4u. The forward
shock of the wide jet also accounts for the observed radio emission,
which is strongly modulated by the effects of Galactic scintillation
(see Supplementary Methods for more detailed discussion)46,47 when
the source is small.

Because the observed c-ray emission of GRB 080319B shows very
similar properties to those of most GRBs, it may be representative of
the main underlying physical mechanism. If so, similar lower-energy
spectral components would be expected in most GRBs. The paucity
of bright optical flashes may be attributed to less relativistic outflows
in most GRBs, leading to smaller emitting radii R, higher optical
depths, and significantly higher values of na, ultimately suppressing
the optical emission. In this model, the spectacular optical brightness
of GRB 080318B is due mainly to its unusually large C. Previous
examples of GRBs with bright optical counterparts9–11 (990123,
041219a and 050820a) that also had large initial C values either lacked
the high c-ray luminosities or resided in a constant density and not a
wind environment as with 080319B, suppressing the bright optical
flash.

The afterglow may also be interpreted by alternative models such
as a blast wave propagating into a complex medium (see
Supplementary Figs 14 and 15 and the related discussions in
Supplementary Information), or evolving microphysical parameters,
but we consider the two-component jet model to be the most plaus-
ible interpretation. An interesting consequence of these theoretical
considerations is that GRB 080319B, which has the best broadband
data set recorded so far, is not consistent with the expectations of any
of the simple GRB models previously studied. The case for multiple
spectral emission components and the two-component jet presented
here suggests that similar models may be able to explain at least some
of the chromatic breaks seen in optical and X-ray afterglows over the

Table 1 | Observations of GRB 080319B

Facility Epoch* Band Peak flux{

Swift-BAT 2120 to 182 15–350 keV 2.3 3 1026 erg cm22 s21

Konus-Wind 22 to 230 20–1,160 keV{ 2.3 3 1025 erg cm22 s21

Swift-XRT 67 to 2.5 3 106 0.3–10 keV –
‘Pi of the Sky’ 21,380 to 468 White 5.9 mag
TORTORA 220 to 97 V 5.3 mag
Swift-UVOT 68–106 White, u, v, b, uvw1, uvw2, uvm2 –
REM 51–2,070 R, I, J, H, Ks –
Liverpool Telescope (1.8–2.5) 3 103 SDSS r,i –
Faulkes Telescope North (2.5–20.5) 3 104 Bessell R,I

SDSS r,i
–

Very Large Telescope 435–934 J, Ks –
Gemini N Photometry 3.0 3 105, 4.5 3 105 r, i –
HST 1.6 3 106 F606W, F814W –
Gemini N Spectroscopy (1.2–1.24) 3 104 4,100-6,800 Å –
Hobby–Eberly Telescope (2.0–2.1) 3 104 4,100-10,500 Å –
Westerbork Synthesis Radio Telescope (5.1–220) 3 104 4.8 GHz –
IRAM-Plateau de Bure (6.0–6.6) 3 104 97.98 GHz –

VLA1 (1.98–2.02) 3 105 4.86 GHz 189 mJy
Pairitel1 (1.27–1.77) 3 104 J, H, Ks –
KAIT1 (0.1–1.7) 3 104 Clear, B, V, I –
Nickel1 (0.7–2.4) 3 104 B, V, R, I –
Gemini S1 (0.9–1.7) 3 105 g, r, i, z –
Spitzer1 (2.20–2.24) 3 104 15.8 mm –

Details of our observations and data analysis are given in Supplementary Methods.
*Time since BAT trigger in seconds.
{ Peak fluxes listed only if a peak was actually observed.
{Konus-Wind light curve measured in the 20–1,160 keV range; peak flux measured in the range 20 keV to 7 MeV.
1 Observations obtained from external sources as identified in Supplementary Methods.
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Figure 3 | Spectral energy distribution of the prompt emission. Konus-
Wind spectra and ‘Pi of the Sky’ flux density in three 10-s time intervals
centred at T0 1 3 s (green), T0 1 17 s (blue) and T0 1 32 s (red). (Detailed
time intervals and c-ray spectral parameters are given in Supplementary
Table 1.) The high-energy data points are from Konus-Wind, and the solid
line shows the best-fit Band function50 for each time interval. The time-
resolved Konus-Wind spectra show that the Band-function parameters vary
rapidly during the prompt emission, with the low-energy slope changing
from 20.5 to 20.9 and Ep changing from ,740 keV to ,540 keV in the first
30 s (see Supplementary Table 1 and Supplementary Fig. 3). Time-resolved
single power-law spectral fits of the BAT data show the photon index shifting
rapidly from ,1.0 to ,2.1 at T0 1 53 s (near the end of the prompt phase;
Supplementary Fig. 2). The low-energy points are the ‘Pi of the Sky’ flux
density measured during about the same time interval. The optical flux
density exceeds the extrapolation of the c-ray model by four orders of
magnitude. All plotted error bars are 1s.
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(Racusin+08,	Nature)	



Verification	of	CPT	symmetry	

(KT,	Mukohyama,	Yonetoku+12)	

Superstring	theory,	loop	quantum	gravity,	…		
è	Lorentz	invariance	may	be	broken	è	CPT	theorem	not	hold	

Lorentz-	and	CPT-	violating	dispersion	relation	of	photons	(Myers	&	Pospelov	03)	
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Faraday	depolarization	can	reduce	ΠL	averaged	over	70-300	
keV	range	(GAP)	

|⇠| < 2⇥ 10�15 For	GRB	110721A;	luminosity	distance	
estimated	by	Yonetoku	relation	

For	GRB	140206A	with	confirmed	
redshift	(Gotz+14)	|⇠| < 1⇥ 10�16



Gamma-Ray	Bursts	(GRBs)	

Short	GRBs	
=	Binary		
Mergers?	

Long	GRBs	
=	Stellar	
Collapses	

T	(sec)	

Distribution	of	prompt	
emission	durations	

Afterglow	lightcurve	

Prompt	emission	
DL	~	1	Gpc	

Gravitational	wave	emitters	
GeV	

X-ray	 optical	



History	of	gamma-ray	polarimetry	

RHESSI	claim	is	controversial.	INTEGRAL	SPI	and	IBIS	
include	results	inconsistent	with	each	other.		

GRB	041219A	analyzed	by	
INTEGRAL	(Gotz	et	al.	09)	

SP
I	



SH	model	

•  Random	B	fields	on	
hydrodynamic	scales	>>	
plasma	scales	(T.	Inoue,	
Asano	&	Ioka	11;	Gruzinov	
&	Waxman	99)	

•  PA	change	is	natural	
•  ΠL	~	70%/√N	
•  But	numerical	simulations	

indicate	N	~	103,	too	high	

Simulation	of	internal	shock	with	
inhomogeneous	density	



Highly	anisotropic	pitch	angles?	

Electron	pitch	angle	
distribution	

B	

Synchrotron	
emission	

Shock	

Optical	circular	polarizations	in	QSOs	



Electromagnetic	jet	
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(KT	2016,	IAU324,	arXiv:1611.09447)	
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Bp Poynting	flux	

B
E

J •  Steady	production	of	Poynting	flux	by	
rotating	BH	(Blandford	&	Znajek	1977)	
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GRB	jets	

L4 M. Leng and D. Giannios

Figure 1. Schematic representation of the luminosity–duration space oc-
cupied by various types of GRBs. The solid lines show the luminosity of a
burst if powered by neutrino annihilation for jet opening angle θ = 0.1 and
radiative efficiency ϵ = 0.3 [red line for binary mergers; see equation (10)
and black line for core-collapse GRBs; see equation (9)]. While the model
could account for the majority of the bursts with duration T ! 100 s, it is
challenged energetically to explain the longest events.

It is apparent that the energetics of the majority of long-duration
bursts and short-duration GRBs can, in principle, be accounted by
the model. Some tension exists between observations and theory
for short GRBs with duration ∼1 s as well long GRBs of ∼100 s.
In the case of short-duration GRBs, these conclusions rely on the
presence of a rather massive disc Md ∼ 0.1 M⊙ around the merger
product. If the disc mass is, instead, Md ∼ 0.01 M⊙ (e.g. Ruffert
& Janka 1999), the disc is probably too light to power short GRBs
through neutrino annihilation. The mechanism is also less effective
for black hole/neutron star mergers. In that case, the final black hole
has larger mass (MBH ! 7 M⊙).

The very long duration GRBs and X-ray flares are hard to under-
stand in the context of the neutrino annihilation model. For events
of duration T ∼ 104 s, our reference estimate for the jet observed
luminosity is L

γ
obs ∼ 1046 erg s−1, i.e. short by ∼2 orders of magni-

tude to account for X-ray flares and ∼3−4 orders of magnitude for
ultra-long GRBs, respectively.

4 D ISCUSSION

If ultra-long bursts are conclusively shown to be of core-collapse
origin, they pose a major challenge to neutrino annihilation models.
In such events, the accretion rate to the black hole has to be much
lower than that during regular GRBs. Since the jet efficiency in
this model depends steeply on the accretion rate (Pνν̄ ∝ Ṁ9/4), the
model appears not to be energetically viable, for standard choice of
the parameters. Similar problems arise when applying the model to
the X-ray flares that follow a large fraction of GRBs.

One possibility is that some GRB jets are launched predomi-
nately by neutrino annihilation while others, the longer duration
ones, by some other mechanism. However, there is no clear ob-
servational evidence for different mechanisms involved in different
bursts. Fig. 1 indicates that the GRB variety is likely to originate
from a continuum of core-collapse events powered by accretion to
a few solar-mass black hole where the duration is set by the size
of the progenitor. Furthermore, the observed spectral properties of
GRBs and X-ray flares do not show evidence for a sharp change
from one type of source to the other (as might be expected for in-
stance because the jet composition is very different). Furthermore,

relativistic jets are universally observed from a broad range of black
hole accretors (e.g. blazars, microquasars) where neutrino annihi-
lation is not of relevance. The simplest explanation is that all GRB
jets are driven, predominately, by a single mechanism, unrelated to
neutrino annihilation.

What if the reference values of the parameters we have adopted
are not appropriate for the ultra-long GRBs. Can uncertainty in
parameters have led us to underestimate the efficiency of the mech-
anism by a factor of as large as 104? The predicted jet power depends
sensitively on the black hole spin and on the available mass to be
accreted. Furthermore, beaming corrections can be quite uncertain.
For our reference model, we adopted a fast spinning black hole of
a = 0.95. More extreme values of a ∼ 1 may boost the efficiency
of the mechanism by another factor of several. The mass of the col-
lapsing stars powering the ultra-long duration GRBs may be larger
leading to black holes of ∼50 M⊙. This raises the energy extracted
by annihilation by another factor of ∼10 (see Section 2). Finally, We
have normalized the jet opening angle θ to 0.1 rad, in accordance
with typical expectation for GRBs. If ultra-long GRBs have an
opening angle of θ " 0.01 rad, in combination with the other possi-
ble boosting factors discussed above, neutrino annihilation might be
able to account for observations. However, such extreme beaming
appears to us as unlikely. If true, such beaming will have profound
implications for the true rates for these ultra-long GRBs.

The neutrino annihilation model predicts a very specific trend
among GRBs: the longer the duration, the less energetic the
burst. From equation (3), we find that the burst energy Eνν̄ ∼
Pνν̄T ≃ 7.6 × 1048(T /104 s)−5/4 erg. GRBs that last for T ∼
10, 100, 1000, 104 s might have true (corrected for beaming) energy
of E ∼ 4 × 1052, 2 × 1051, 1.3 × 1050, 8 × 1048 erg, respectively.
One can look for such a trend in the data since it is possible to
estimate the true energy of GRBs. The jet opening angle can be
constrained by the timing of jet breaks while late-time radio obser-
vations can be used to perform burst calorimetry (Frail et al. 2004).
Even if such methods are approximate, the predicted trend of long-
duration bursts being weaker than short ones is strong enough to be
tested observationally.
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(Leng	&	Giannios	2014;	see	also	Tchekhovskoy	&	Giannios	2015)	

•  AGN	jets	are	optically	thin,	then	cannot	be	driven	thermally	
•  Thermal	(neutrino	driven)	jets	are	not	favored	for	GRB	jets	

Neutrino annihilation and GRB jets L3

proceed with a more general calculation that takes into account for
the growth of the black hole mass.

For an average accretion rate Ṁ during a burst, the mass of the
black hole evolves as MBH ∼ Mi + Ṁt . Assuming that the accretion
episode lasts time T (e.g. the burst duration) during which the mass
of the black hole roughly doubles (Mf = 2Mi), we have for the
accretion rate

Ṁ ∼ Mf − Mi

T
∼ Mi

T
= 0.3

Mi

3 M⊙

(
T

10s

)−1

M⊙s−1. (2)

This implies for the jet power that (see equation 1)

P I
νν̄ ∼ 8.5 × 1050

(
Mi

3 M⊙

)3/4(
T

10 s

)−9/4

erg s−1, (3)

where the superscript I stands for this, first, estimate of the jet power.
An alternative estimate of the jet power is to take into account

that the mass of the black hole evolves with time as implied by the
accretion rate Ṁ = dM/dt . Equation (1) can then be rewritten as

dM

dt
=

(
Pνν̄

1.3 × 1052 erg s−1

)4/9(
M(t)
3 M⊙

)2/3

M⊙ s−1. (4)

Assuming that the jet power is approximately constant during the
burst duration,5 equation (4) can be integrated analytically. Setting
the integration time limits t1 = 0 and t2 = T and those of the black
hole mass M1 = Mi and M2 = Mf , and solving for the jet power as
a function of the initial, final mass of the black hole and the burst
duration T results in

P II
νν̄ = 4.3 × 1051M3/4

i

(
(Mf/Mi)1/3 − 1

)9/4(
T

10 s

)−9/4

erg s−1.

(5)

For a final mass of the black hole that is twice as large as the initial
mass, equation (5) gives

P II
νν̄ = 4.7×1050

(
Mi

3 M⊙

)3/4(
T

10 s

)−9/4

erg s−1, for Mf/Mi = 2.

(6)

This expression is in reasonable agreement with equation (3).
The factor of ∼2 difference in the predicted jet power comes for
the fact that equation (3) does not take into account the drop in the
efficiency because of the increase of the mass of the black hole. In
the following, unless otherwise specified, we keep expression (3) as
a reference on the characteristic jet power predicted by the neutrino
annihilation model.

One can exploit equation (5) to derive a maximum possible
jet power from the collapse of a massive star (not necessarily
a Wolf–Rayet). By allowing a fairly large mass for the final
black hole of the remnant Mf = 40 M⊙, the jet power becomes
P MAX

νν̄ ∼ 1.4 × 1052(Mi/5 M⊙)3/4(T /10 s)−9/4 erg s−1. This is an
order of magnitude higher than ‘standard’ estimate in equation (3)
and may be more relevant for ultra-long GRBs. If the star is fairly
extended in size and remains very massive at the moment of core
collapse (e.g. as expected for blue supergiants with low mass-loss
rate; Woosley & Heger 2012), it can potentially power a burst of
ultra-long duration. As we discuss below, even the maximum power
predicted by the model falls short by ∼2−3 orders of magnitude in
explaining the observed properties of ultra-long GRBs.

5 This is an acceptable approximation as shown by the near linear increase
with time of the cumulative count rates in GRB light curves (McBreen et al.
2002).

2.1.2 GRBs from compact object mergers

The estimate (3) for the jet power is relevant for GRBs associated
with core collapse where the available matter for accretion is sim-
ilar to or exceeds that of the black hole. The merger of a binary
neutron star or of a black hole–neutron star system results in a
black hole surrounded by a light accretion disc Mdisc ! 0.1 M⊙
(e.g. Ruffert & Janka 1999). For the resulting accretion rate of
Ṁ = 0.1( Mdisc

0.1 M⊙ )( T
1 s )−1 M⊙ s−1, the jet power is

P
merger
νν̄ = 9.4 × 1049

(
MBH

2.5 M⊙

)−3/2(
Mdisc

0.1 M⊙

)9/4

×
(

T

1 s

)−9/4

erg s−1. (7)

3 C OMPARISON W ITH O BSERVATIONS

In Fig. 1, we schematically show the observed gamma-ray luminos-
ity L

γ
obs of various types of GRBs versus their observed duration

T (for a similar sketch, see Levan et al. 2014). Long GRBs, short
GRB as well as ultra-long GRBs and the X-ray flares that follow
GRBs are shown. Long-duration GRBs last for T ∼ 1–100 s and
have (isotropic equivalent) luminosities up to L

γ
obs ∼ 1053 erg s−1

and Eγ
iso ! 1054 erg. Short GRBs typically last a fraction of a sec-

ond and reach luminosity similar to that of long GRBs. Ultra-long
GRBs (including GRBs 121027A, 101225A and 111209A) last for
T ∼ 103–104 s and have luminosity in the L

γ
obs ∼ 1049–1050 erg s−1

range. X-ray flares take place Tdelay ∼ 100–105 s after the GRB
trigger and last for Tf ∼ 0.1Tdelay ∼ 10–104 s (Chincarini, Moretti
& Romano 2007). Their fluence can approach that of GRBs but it
is typically ∼10 times smaller: Eiso

flare ! 3 × 1052 erg (Falcone et al.
2007). The typical peak luminosity of the X-ray flares drops with
time: Liso

flare ∼ Eiso
flare/Tflare (Chincarini et al. 2007).

To compare the jet power predicted by the model to the ob-
served luminosity of GRBs, beaming and radiative efficiency cor-
rections have to be taken into account. The relationship between
the true luminosity of the burst and the observed luminosity is
L

γ
true = (#/4π)Lγ

obs, where # is the solid angle covered by the
gamma-ray emission. For jet opening angle θ and a symmetric,
double jet system # ≃ 2πθ2. Furthermore, if ϵ is the radiative ef-
ficiency of the jet, one can compare the true jet power Pνν̄ to the
observed (isotropic equivalent) gamma-ray luminosity

L
γ
obs =

(
2ϵ

θ2

)
Pνν̄ . (8)

Using equation (3), we conclude that

L
γ
obs = 5.1 × 1052 ϵ

0.3

(
θ

0.1

)−2(
Mi

3 M⊙

)3/4(
T

10 s

)−9/4

erg s−1,

(9)

where we adopt θ = 0.1 and ϵ = 0.3 as reference values. The
modelled-predicted jet luminosity is shown in Fig. 1.

For completeness, we also show in Fig. 1 the observed luminosity
of gamma-ray resulted from a binary merger event (see equation 7):

L
γ
obs ≃ 6 × 1051 ϵ

0.3

(
θ

0.1

)−2(
MBH

2.5 M⊙

)−3/2(
Mdisc

0.1 M⊙

)9/4

×
(

T

1 s

)−9/4

erg s−1. (10)
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