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GRBs and high-z Universe� 2000’s: excitement, hope
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current highest-z object: galaxy at z=11.09 Oesch+ 16�

this flux detection is ∼1–1.5σ per resolution element longward
of 1.47 μm and consistent with zero flux shortward of that. The
total spectral flux averaged over 1.47–1.65 μm represents a
clear 5.5σ detection. This is fully consistent with the prediction
from the exposure time calculator for an H=26 mag source in
a 12-orbit exposure.

The extracted 1D spectrum along the trace of GN-z11 is shown
in Figures 4 and 5. These highlight the detection of a continuum
break with a flux ratio of l l< > <f f1.47 1.47 0.32( ) ( ) at
2σ when averaged over 560 Å wide spectral bins.

A flux decrement is seen around ∼1.6 μm, which is caused
by negative flux values in one of our two visits slightly above
the peak of the trace of GN-z11. However, this dip is consistent
with Gaussian deviates from the noise model. We also tested
that the detected continuum flux is still present when adopting
different stacking and extraction procedures (see Appendix A).
In particular, we confirmed the spectral break in a simple
median stack of the individual continuum-subtracted 2D grism
observations of our six individual visits. Additionally, we
confirmed that the continuum break is seen only along the trace
of our spectrum by creating simple 1D-extractions above and
below the trace of our target source. Finally, we confirmed that
a break is seen in both epochs separately (see Figure 10).

In the following sections, we discuss the possible redshift
solutions for GN-z11 based on the combined constraints of the
new grism continuum detection as well as the pre-existing
photometry.

3.1. The Best-fit Solution: A z∼11 Galaxy

Based on our previous photometric redshift measurement for
GN-z11 ( =z 10.2phot ), we expected to detect a continuum
break at 1.36±0.05 μm. This can clearly be ruled out.
However, the grism data are consistent with an even higher
redshift solution. Interpreting the observed break as the 1216Å
break, which is expected for high-redshift galaxies based on
absorption from the neutral inter-galactic hydrogen along the
line of sight, we obtain a very good fit to the spectrum with a
reduced χ2=1.2 (see Figures 4 and 5). The best-fit redshift is

= -
+z 11.09grism 0.12

0.08, corresponding to a cosmic time of only
∼400Myr after the Big Bang. The grism redshift and its
uncertainty are derived from an MCMC fit to the 2D spectrum
which also includes the morphological information of the
source as well as the photometry, adopting identical techniques
as used for the 3D-HST survey redshifts (see Momcheva
et al. 2015).
This high-redshift solution also reproduces the expected

count rate based on an H=26 mag continuum source, as well
as the overall morphology of the 2D grism spectrum. This is
demonstrated in Figure 3, where we show the original data, the
neighbor subtracted 2D spectrum as well as the residual after
subtracting out the z=11.09 model with the correct H-band
magnitude. Note the drop of the flux longward of 1.65 μm due
to the reduced sensitivity of the grism. This is an important
constraint, because it shows that the detected flux originates

Figure 5. Grism Spectrum of GN-z11. The top panel shows the (negative) 2D spectrum from the stack of our cycle 22 data (12 orbits) with the trace outlined by the
dark red lines. For clarity the 2D spectrum was smoothed by a Gaussian indicated by the ellipse in the lower right corner. The bottom panel is the un-smoothed 1D flux
density using an optimal extraction rebinned to one resolution element of the G141 grism (93Å). The black dots show the same further binned to 560Å, while the
blue line shows the contamination level that was subtracted from the original object spectrum. We identify a continuum break in the spectrum at λ=1.47±0.01 μm.
The continuum flux at λ>1.47 μm is detected at ∼1–1.5σ per resolution element and at 3.8σ per 560Å bin. After excluding lower redshift solutions (see the text and
Figure 4), the best-fit grism redshift is = -

+z 11.09grism 0.12
0.08. The red line reflects the Lyα break at this redshift, normalized to the measured H-band flux of GN-z11. The

agreement is excellent. The fact that we only detect significant flux along the trace of our target source, which is also consistent with the measured H-band magnitude,
is strong evidence that we have indeed detected the continuum of GN-z11 rather than any residual contamination.
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when assuming a more realistic case where the emission line
flux is distributed over a combination of lines (e.g.,
Hβ+[O III]), we can confidently invalidate such a solution.
The lower left panel in Figure 4 compares the measured grism
spectrum with that expected for the best-fit lower redshift
solution we had previously identified (Oesch et al. 2014). A
strong line emitter SED is clearly inconsistent with the data.
Apart from the emission lines, which we do not detect, this
model also predicts weak continuum flux across the whole
wavelength range. At <1.47 μm, this is higher than the
observed mean, while at >1.47 μm the expected flux is too low
compared to the observations. Overall the likelihood of a z∼2
extreme emission line SED based on our grism data is less than
10−6 and can be ruled out.

Note that in very similar grism observations for a source
triply imaged by a CLASH foreground cluster, emission line
contamination could also be excluded (Pirzkal et al. 2015). We
thus have no indication currently that any of the recent
z∼9–11 galaxy candidates identified with HST is a lower
redshift strong emission line contaminant (but see, e.g.,
Brammer et al. 2013, for a possible z∼12 candidate).

3.3. Excluding a Lower-redshift Dusty or Quiescent Galaxy

Another potential source of contamination for very high
redshift galaxy samples are dusty z∼2–3 sources with strong
4000 Å or Balmer breaks (Hayes et al. 2012; Oesch et al.
2012). However, the fact that the IRAC data for GN-z11 show
that it has a very blue continuum longward of 1.6 μm, together
with the very red color in the WFC3/IR photometry, already
rules out such a solution (see SED plot in Figure 4).
Nevertheless, we additionally explore what constraints the
grism spectrum alone can set on such a solution.

The expected flux for such a red galaxy increases gradually
across the wavelength range covered by the G141 grism, unlike
what we observe in the data (lower right in Figure 4).
Compared to our best-fit solution (see next section) we measure
a Δχ2=15 when comparing the data with the expected grism
flux. Apart from the extremely large discrepancy with the
IRAC photometry, we can thus exclude this solution at 98.9%
confidence based on the spectrum alone.

Similar conclusions can be drawn from the break strength
alone (see e.g., Spinrad et al. 1998). Assuming that the
observed break at 1.47 μm corresponds to 4000 Å at z=2.7, a
galaxy with a maximally old SED (single burst at z=15)
would show a flux ratio of - <n nf f1 0.63short long( ) when
averaged over 560 Å bins. This is based on simple Bruzual &
Charlot (2003) models without any dust. As mentioned earlier,

the observed spectrum has a break of - >n nf f1 0.68short long( )
at 2σ, thus indicating again that we can marginally rule out a
4000Å break based on the spectrum alone without even
including the photometric constraints.

4. DISCUSSION

4.1. Physical Properties of GN-z11

Despite being the most distant known galaxy, GN-z11 is
relatively bright and reliably detected in both IRAC 3.6 and
4.5 μm bands from the S-CANDELS survey (Ashby
et al. 2015). This provides a sampling of its rest-frame UV
SED and even partially covers the rest-frame optical wave-
lengths in the IRAC 4.5 μm band (see Figure 6).
The photometry of GN-z11 is consistent with a SED of

~:M Mlog 9 using standard templates (Bruzual & Char-
lot 2003, see appendix). The UV continuum is relatively blue
with a UV spectral slope β=−2.5±0.2 as derived from a
powerlaw fit to the H160, K, and [3.6] fluxes only, indicating
very little dust extinction (see also Wilkins et al. 2016).
Together with the absence of a strong Balmer break, this is
consistent with a young stellar age of this galaxy. The best fit
age is only 40Myr (<110 Myr at 1σ). GN-z11 thus formed its
stars relatively rapidly. The inferred star formation rate is 24 ±
10Me yr−1. All the inferred physical parameters for GN-z11
are summarized in Table 2. Overall, our results show that
galaxy build-up was well underway at ∼400Myr after the
Big Bang.

4.2. The Number Density of Very Bright >z 10 Galaxies

The spectrum of GN-z11 indicates that its continuum break
lieswithin theH160 filter (which covers∼1.4–1.7μm; see Figure 6).
The rest-frame UV continuum flux of this galaxy is therefore
∼0.4mag brighter than inferred from the H160 magnitude. The
estimated absolute magnitude is MUV=−22.1±0.2, which is
roughly a magnitude brighter (i.e., a factor 3×) than the
characteristic luminosity of the UV luminosity function at
z∼7–8 (Finkelstein et al. 2015; Bouwens et al. 2015b). With

Table 3
Assumed LFs for z ∼ 10–11 Number Density Estimates

Reference f * -10 5 *M α Nexp

(Mpc−3) (mag) (<−22.1)

Bouwens et al. (2015b) 1.65 −20.97 −2.38 0.06
Finkelstein et al. (2015) 0.96 −20.55 −2.90 0.002
Mashian et al. (2015) 0.25 −21.20 −2.20 0.03
Mason et al. (2015) 0.30 −21.05 −2.61 0.01
Trac et al. (2015) 5.00 −20.18 −2.22 0.002

Note. The parameters f*, *M , and α represent the three parameters of the
Schechter UV LF taken from the different papers.

Figure 7. Redshift and UV luminosities of known high-redshift galaxies from
blank field surveys. Dark filled squares correspond to spectroscopically
confirmed sources, while small gray dots are photometric redshifts (Bouwens
et al. 2015b). GN-z11 clearly stands out as one of the most luminous currently
known galaxies at all redshifts z>6 and is by far the most distantmeasured
galaxy with spectroscopy (black squares; see Oesch et al. 2015b, for a full list
of references). Wider area surveys with future near-infrared telescopes (such as
WFIRST) will be required to determine how common such luminous sources
really are at z>10.
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reionization z from CMB polarization anisotropy

halo mass for star formation, Mmin, is controversial and
depends on whether molecular hydrogen (H2) is available as
a coolant. If the gas temperature is fixed to the CMB tem-
perature, then the Jeans mass, M j ¼ 106 M". If molecular
hydrogen is available, then the Jeans mass before reioniza-
tion is M j0 # 2:2$ 103½wb=hðwmÞ(1:5ð1þ zÞ=10 for z < 150
(Venkatesan et al. 2001). At z > 150, the electrons are ther-
mally coupled to the CMB photons. However, as Haiman
et al. (1997) point out, a small UV background generated by
the first sources will dissociate H2, thus making the mini-
mum mass much larger than the Jeans mass. They suggest
using a minimum mass that is much higher: MHRL

min ðzÞ ¼
108ð1þ zÞ=10½ (*3=2. On the other hand, if the first stars
generated a significant flux of X-rays (Oh 2001), then this
would have promoted molecular hydrogen formation
(Haiman et al. 2000; Venkatesan et al. 2001; Cen 2002), thus
lowering the minimummass back toM j.

Following Tegmark & Silk (1995) we estimate the rate of
reionization by multiplying the collapse factor by an effi-
ciency factor. A fraction of baryons in the universe, fb, falls
into the nonlinear structures. We assume fb ¼ fDM (i.e., con-
stant baryon/dark matter ratio). A certain fraction of these
baryons form stars or quasars, fburn, which emit UV radia-
tion with some efficiency, fUV. Some of this radiation
escapes into the intergalactic medium photoionizing it;
however, the net number of ionizations per UV photons,
fion, is expected to be less than unity (due to cooling and
recombinations). Finally, the intergalactic medium might
be clumpy, making the photoionization process less effi-
cient. This effect is counted for by the clumping factor
Cclump. Thus in this approximation the ionization fraction is
given by xe ¼ 3:8$ 105fnet fb, where fnet ¼ fburn fUVfesc fion=
Cclump. The factor 3:8$ 105 arises because 7:3$ 10*3 of the
rest mass is released in the burning of hydrogen to helium
and we assume the primordial helium mass fraction to be

24%. We assume fburnd25%, fescd50%, fUVd50%,
fiond90%, and 1dCclumpd100, thus fnetd5:6$ 10*3.

Figure 7 shows the fraction of collapsed objects and the
maximum ionization fraction as a function of redshift
for our best-fit WMAP !CDM model. The solid lines
correspond to Mmin ¼ MHRL

min ðzÞ, while the dashed lines
correspond to Mmin ¼ M j. The WMAP detection of
reionization at high redshift suggests that H2 cooling likely
played an important role in early star formation.

Because early reionization requires the existence of small-
scale fluctuations, the WMAP TE detection has important
implications for our understanding of the nature of the dark
matter.

Barkana et al. (2001) note that the detection of reioniza-
tion at z > 10 rules out warm dark matter as a viable candi-
date for the missing mass as structure forms very late in
these models. Warm dark matter cannot cluster on scales
smaller than the dark matter Jeans mass. Thus, this limit
applies regardless of whether the minimum mass is MHRL

orM j.

5. COMBINING DATA SETS

In this section, we combine the WMAP data with other
CMB experiments that probe smaller angular scales
(ACBAR and CBI)15 and with astronomical measurements
of the power spectrum (the 2dFGRS and Ly! forest). We
begin by exploring how including these data sets affects our
best-fit power-law !CDM model parameters (x 5.1). The
addition of data sets that probe smaller scales systematically
pulls down the amplitude of the fluctuations in the best-fit

Fig. 7.—Left: Fraction of mass in bound objects as a function of redshift. The black lines show the mass in collapsed objects with mass greater than
MHRLðzÞ, the effective Jeans mass in the absence of H2 cooling for our best-fit PL !CDMmodel (thin lines are for the fit toWMAP only, and thick lines are
for the fit to all data sets). The heavy line uses the best-fit parameters based on all data (which has a lower "8), and the light line uses the best-fit parameters
based on fitting to the WMAP data only. The dashed lines show the mass in collapsed objects with masses greater than the Jeans mass assuming that the
minimummass is 106M". More objects form if the minimummass is lower.Right: Ionization fraction as a function of redshift. The solid line shows ionization
fraction for the best-fit PL !CDM model if we assume that H2 cooling is suppressed by photodestruction of H2. This figure suggests that H2 cooling may be
necessary for enough objects to form early enough to be consistent with theWMAP detection. The heavy line is for the best-fit parameters for all data sets, and
the light line is for the best-fit parameters for the WMAP only fit. The dashed lines assume that the objects with masses greater than 106 M" can form stars.
The gray band shows the 68% likelihood region for zr based on the assumption of instantaneous complete reionization (Kogut et al. 2003).

15 In the following sections, we refer to the combinedWMAP, ACBAR.
and CBI data sets asWMAPext.

No. 1, 2003 WMAP FIRST-YEAR RESULTS: PARAMETERS 183 Planck Collaboration: Planck constraints on reionization history

Fig. 18. Constraints on ionization fraction during reionization. The allowed models, in terms of zre and �z, translate into an allowed
region in xe(z) (68 % and 95 % in dark blue and light blue, respectively), including the zend > 6 prior here. Left: Constraints from
CMB data using a redshift-symmetric function (xe(z) as a hyperbolic tangent with �z = 0.5). Centre: Constraints from CMB data
using a redshift-asymmetric parameterization (xe(z) as a power law). Right: Constraints from CMB data using a redshift-symmetric
parameterization with additional constraints from the kSZ e↵ect.

function xe(z) with �z = 0.5), a measurement of the Thomson
optical depth

⌧ = 0.058 ± 0.012 (lollipop+PlanckTT), (24)

which is significantly more accurate than previous measure-
ments. Thanks to the relatively high signal-to-noise ratio of the
low-` polarization signal, the combination with lensing or data
from high resolution CMB anisotropy experiments (ACT and
SPT) does not bring much additional constraining power. The
impact on other ⇤CDM parameters is only significant for the
amplitude of the initial scalar power spectrum As and (to a lesser
extent) on its tilt ns. Other parameters are very stable compared
to the Planck 2015 results.

Using Planck data, we have derived constraints on two mod-
els for the reionization history xe(z) that are commonly used in
the literature: a redshift-symmetric form using a hyperbolic tan-
gent transition function; and a redshift-asymmetric form param-
eterized by a power law. We have also investigated the e↵ect
of imposing the condition that the reionization is completed by
z = 6.

Allowing the ionization fraction shape and duration to vary,
we have found very compatible best-fit estimates for the opti-
cal depth (0.059 and 0.060 for the symmetric and asymmetric
model, respectively), showing that the CMB is indeed more sen-
sitive to the value of the optical depth than to the exact shape of
the reionization history. However, the value of the reionization
redshift does slightly depend on the model considered. In the
case of a symmetric parameterization, we have found slightly
larger estimates of zre than in the case of instantaneous reioniza-
tion. This can be understood through the shape of the degeneracy
surface between the reionization parameters. For an asymmetric
parameterization, zre is smaller, due to the fact that xe(z) changes
more rapidly at the end of reionization than the beginning. We
specifically find:

zre = 8.8 ± 0.9 (redshift-symmetric) ; (25)
zre = 8.5 ± 0.9 (redshift-asymmetric) . (26)

Assuming two di↵erent parameterizations of the reionization
history shows how much results on e↵ective parameters (like
the redshift of reionization or its duration) are sensitive to the
assumption of the reionization history shape. The best models of
symmetric and asymmetric parameterization give similar values

for ⌧, and provide reionization redshifts which di↵er by less than
0.4�. Constraints on the limits of possible early reionization are
similar, leading to 10 % reionization levels at around z = 10.

To derive constraints on the duration of the reionization
epoch, we combined CMB data with measurements of the ampli-
tude of the kSZ e↵ect. In the case of a redshift-symmetric model,
we found

�z < 2.8 (95 % CL), (27)

using the additional constraint that the Universe is entirely reion-
ized at redshift 6 (i.e., zend > 6).

Our final constraints on the reionization history are plot-
ted in Fig. 18 for each of the aforementioned cases, i.e., the
redshift-symmetric and redshift-asymmetric models, using only
the CMB, and the redshift-symmetric case using CMB+kSZ (all
with prior zend > 6). Plotted this way, the constraints are not
very tight and are still fairly model dependent. Given the low
value of ⌧ as measured now by Planck, the CMB is not able
to give tight constraints on details of the reionization history.
However, the Planck data suggest that an early onset of reion-
ization is disfavoured. In particular, in all cases, we found that
the Universe was less than 10 % ionized for redshift z > 10.
Furthermore, comparisons with other tracers of the ionization
history show that our new result on the optical depth elimi-
nates most of the tension between CMB-based analyses and
constraints from other astrophysical data. Additional sources of
reionization, non-standard early galaxies, or significantly evolv-
ing escape fractions or clumping factors, are thus not needed.

Ongoing and future experiments like LOFAR, MWA, and
SKA, aimed at measuring the redshifted 21-cm signal from neu-
tral hydrogen during the EoR, should be able to probe reioniza-
tion directly and measure its redshift and duration to high ac-
curacy. Moreover, since reionization appears to happen at red-
shifts below 10, experiments measuring the global emission of
the 21-m line over the sky (e.g., EDGES, Bowman & Rogers
2010, LEDA, Greenhill & Bernardi 2012, DARE, Burns et al.
2012), NenuFAR, Zarka et al. 2012, SARAS, Patra et al. 2013,
SCI-HI, Voytek et al. 2014, ZEBRA, Mahesh et al. 2014, and
BIGHORNS, Sokolowski et al. 2015) will also be able to derive
very competitive constraints on the models (e.g., Liu et al. 2015;
Fialkov & Loeb 2016).

Acknowledgements. The Planck Collaboration acknowledges the support of:
ESA; CNES, and CNRS/INSU-IN2P3-INP (France); ASI, CNR, and INAF
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Fig. 3.— The z ⇠ 10 UV LF results compared to models and simulations from the literature. The red line and points show our observed
LF, while the blue to green lines are model LFs (see text for references). All models predict that the UV LF evolves significantly from
z ⇠ 8 (light gray line) to z ⇠ 10. They typically do not di↵er by more than a factor of 3-4 over the luminosity range of the data. While
several simulated UV LFs are in good agreement with the observations and generally within the 1� range, our observed UV LF lies at the
lower end of essentially all theoretically predicted LFs.

compared to the lowest of these earlier estimates. In
a large part, this is due to the fact that the GOODS-
North field appears to contain a significant overdensity of
luminous (M

UV

< �20 mag) galaxies, with three galax-
ies within a small projected area. Even though the re-
maining CANDELS-Wide fields would have reached faint
enough to find such sources, no reliable candidate could
be identified in these datasets, resulting in the lower in-
ferred number density.
Our measured UV LF is in excellent agreement with

the previous analysis by Bouwens et al. (2015). This is
very encouraging. Our analyses are completely indepen-
dent, including the simulations of the selection functions
and the candidate searches. However, this result is also
not surprising given the fact that we use a very similar
approach and the fact that the datasets largely overlap,
with the exception of the HFF dataset which we newly
analyze here. As can be seen, the HFF candidates now
provide a measurement of the UV LF at M

UV

= �19.25.
This magnitude bin previously did not contain any galax-
ies and corresponded to an upper limit.
Even though the Schechter function parameters of our

best-fit model are very di↵erent from the ones quoted in
Bouwens et al. (2015, see also Table 5), the UV LFs are in
very good agreement with each other over the luminosity
range we probe, as is shown in Figure 2. Similarly good
agreement is found with the Schechter function from Ishi-
gaki et al. (2017).
The only previous UV LF that is clearly discrepant

from our new measurement is the one from McLeod et al.
(2016). This is based on only one UV LF point, shown
in Fig 2, which is ⇠ 3⇥ higher than our measurement.
Based on this one point, McLeod et al. (2016) argued
for a much more gradual decline in the cosmic SFRD
at z > 8. While we discuss the evolution of the cosmic
SFRD in detail in section 4.3, it is worth mentioning
here that the combination of all the HST legacy fields
is clearly inconsistent with that UV LF (and hence the
SFRD) from McLeod et al. (2016). In particular, we
can compute how many z ⇠ 10 galaxies we would have
expected in our combined dataset assuming their UV LF

(based on equation 3). This calculation results in 28
galaxies, i.e., a factor ⇠ 3⇥ larger than our actual sample
of only 9 sources, and can robustly be ruled out. In
particular, the McLeod et al. (2016) LF predicts ⇠ 2
galaxy candidates per HFF cluster field and 4.6 galaxies
in the six HFF parallel fields, meaning that in the HFF
dataset alone we should have found 16.7 z ⇠ 10 galaxy
candidates, four times as many as are present in the data.
Using our best-fit LF, we find much better agreement

between the observed and predicted numbers. In partic-
ular, this LF predicts a total of 3.3 and 1.3 galaxies to
be found in the six HFF clusters and parallel fields com-
bined, respectively – in good agreement with the four
candidate images we actually identified.

4.1.3. Comparison to Predicted UV LFs from Models

Given the small number of z ⇠ 10 galaxies that we
identified in the combined HST dataset, it is interesting
to ask whether this might be an indication of a reduced
star-formation e�ciency in early halos at z > 8. To this
end, we compare our observational results with several
theoretical models and simulations of the UV LF evo-
lution that have been published in the literature over
the last few years. These include semi-empirical mod-
els tuned to the lower redshift LBG LFs or MFs (e.g.,
Mashian et al. 2016; Mason et al. 2015; Trac et al. 2015;
Cai et al. 2014; Sun & Furlanetto 2016; Behroozi & Silk
2015), or semi-analytical models (e.g. Dayal et al. 2014;
Cowley et al. 2017), and full hydrodynamical simula-
tions. The latter include UV LFs from the CoDa sim-
ulation (Ocvirk et al. 2016), the Croc simulation suite
(Gnedin 2016), BlueTides (Liu et al. 2016; Wilkins et al.
2017), and DRAGONS/Meraxes (Liu et al. 2016).
The comparison to these theoretical predictions is

shown in Figure 3. It is evident that the modeled UV LFs
decrease in a similar way at z > 8 compared to what we
are finding observationally. Given the vastly di↵erent na-
ture of these models, it seems clear that the main driver
for this strong evolution is the underlying dark matter
halo mass function, which is known to evolve rapidly at
these early times (see also discussion in Section 4.4). The
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significantly increases the search volume and the robust-
ness of the SFRD measurement.

4.4. The z > 8 SFRD Trend and Dark Matter Halo
Buildup

When compared to the SFRD at z ⇠ 8 our measured
z ⇠ 10 value lies almost exactly an order of magnitude
lower, given that the Schechter function normalization is
found to drop by this amount. Such a fast evolution of
the SFRD in only 170 Myr from z ⇠ 8 to z ⇠ 10 may
sound extreme. However, it is important to note that the
halo mass function also evolves extremely fast over this
same redshift range. To illustrate this, we compute the
cumulative number density of dark matter (DM) halos
as a function of redshift using the code HMFcalc9 (Mur-
ray et al. 2013). Our integration limit of the SFRD (0.3
M�/yr) roughly corresponds to a dark matter halo mass
of ⇠ 1010 M� at z ⇠ 6 � 10 according to several mod-
els (e.g., Mason et al. 2015; Mashian et al. 2016; Sun &
Furlanetto 2016). To allow for some variation, we thus
compute the cumulative number densities of halos down
to log M

h

/M� = 9.5 and 10.5 as a function of redshift.
We then normalize these densities to the measured SFRD
at z ⇠ 8 to compare the evolutionary trends, which is also
shown in Fig. 5.
The evolution of the cumulative halo mass functions

is in excellent agreement with the fast build-up of the
SFRD between z ⇠ 10 and z ⇠ 8, as is evident from
the figure. This shows that the observed fast evolution
of the SFRD should not have come as a surprise. It is
consistent with a model in which the star-formation e�-
ciency is not varying at high redshift (see also Mashian
et al. 2016; Stefanon et al. 2017a). Or said another way,
a shallower evolutionary trend would require a signifi-
cant change in the star-formation e�ciency within DM
halos at high redshift – to zeroth order. Recent results
from clustering measurements also provide no compelling
evidence of such a change (see Harikane et al. 2017).
In Figure 6, we also compare the observed SFRD to

predictions by some of the same models that were used
for the UV LF comparison in section 4.1.3, and for which
the SFRDs at z > 8 have been published. In agreement
with the UV LF results, most models predict a signifi-
cantly higher SFRD at z ⇠ 10 than we observe. Con-
sistent with our findings that the SFRD evolution can
be reproduced simply by the DM halo MF build-up, the
model by Mashian et al. (2016), which is based on a
fixed SFR-M

halo

relation at all redshifts reproduces the
observed SFRD trends at z > 8. Other models predict
higher SFRDs at z > 8, and the discrepancy between
these predictions are increasing with redshift. As is ev-
ident from the Figure, by z ⇠ 12 the predicted SFRD
range spans a factor 30 already. This clearly highlights
the great power that the JWST will have in testing these
model predictions in the near future.

5. SUMMARY

This paper presented a complete and self-consistent
analysis of all the prime extragalactic HST datasets to
constrain the evolution of the galaxy UV LF and cosmic
star-formation rate densities to z ⇠ 10. In particular, the
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Fig. 6.— The measured SFRD evolution compared model predic-
tions. The red dots are the same measured values as shown in the
previous figure corresponding to the results from Bouwens et al.
(2016a) at z ⇠ 4 � 8, Oesch et al. (2014) at z ⇠ 9 and this work
at z ⇠ 10. The model SFRDs (integrated to the same limiting
SFR) are shown in blue. They correspond to a subset of the same
models shown in the UV LF plot. Similar to the UV LF result,
we find that models generally overpredict the SFRD at z ⇠ 10
compared to the observations. However, most models do find the
SFRD to evolve very rapidly at these epochs and the higher values
at z ⇠ 10 could partially be explained by a di↵erent normalization
at z ⇠ 4�8. The open gray circles at lower redshift indicate previ-
ous measurements that used di↵erent dust correction factors (see
Bouwens et al. 2016a), which were used by most models to tune
their parameters. Nevertheless, the predicted SFRDs start to di-
verge significantly at z > 8 such that it should be very easy to test
and rule out some of these models with early JWST observations.

imaging data analyzed here span more than 800 arcmin2,
and include the HUDF/XDF, the HUDF09/12, the HFF
data, as well as all the five CANDELS fields. In partic-
ular, we present a small sample of new z ⇠ 10 galaxy
candidates in the HFF dataset (see Section 3.2), which
are self-consistently folded into the analysis while taking
special care of the position- and magnification-dependent
completeness in the cluster fields due to lensing.
The main goal of this paper was to exploit all the

available HST Legacy fields in order to derive the best-
possible UV LF measurement at z ⇠ 10 before the advent
of JWST . While it is clear that the UV LF and the cos-
mic SFRD continue to decline with increasing redshift,
there was some debate in the literature on exactly how
fast this decline is between z ⇠ 8 and z ⇠ 10 – accel-
erated or continuous with respect to z ⇠ 4 � 8? The
HFF dataset provide an excellent, independent test of
this, as a power law extrapolation of the UV LF trends
to z > 8 was predicted to reveal more than 25 galaxies
in the six HFF clusters+parallel fields. However, after a
careful search for z ⇠ 10 galaxies based on the Lyman
break, our analysis only revealed four reliable candidate
sources/images in these HFF fields, clearly demonstrat-
ing that the evolution of the UV LF is faster than at
lower redshift, confirming our previous findings of an ac-
celerated evolution.
When combining all the HFF candidates with the five

sources previously identified in the HUDF+CANDELS
data, we indeed find a best-fit UV LF that is almost
exactly a factor 10⇥ lower in normalization compared to
z ⇠ 8 (see Fig. 2 and Table 5). This is consistent with
several models of galaxy evolution at the 1� 1.5� level,

Oesch+ 1710.1113�
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is remarkably flat over the redshift range 2 < z < 5 (see e.g.
Becker & Bolton 2013). This flatness is traditionally explained by
invoking a steep increase in the escape fraction of galaxies with red-
shift, coinciding with the decline of the AGN abundance at z > 3
(e.g. Haardt & Madau 2012). Madau & Haardt (2015) showed that
the slower evolution of the AGN emissivity claimed by G2015
can more naturally account for the observed flatness of ΓHI with-
out appealing to a coincidental transition between the AGN and
galaxy populations. Second, measurements of the mean opacity
of the He II Lyα forest at z = 3.1 − 3.3 are lower than predic-
tions from existing simulations of He II reionization, which use
standard quasar emisisivity models with He II reionization end-
ing at z ≈ 3 (Worseck et al. 2014a). Madau & Haardt (2015) sug-
gested that such low opacities are more consistent with an earlier
onset of He II reionization driven by a large population of high-
z AGN. Lastly, recent observations by Becker et al. (2015) show
that the dispersion of opacities among coeval 50h−1Mpc segments
of the Lyα forest increases rapidly above z > 5, significantly
exceeding the dispersion predicted by models that assume a uni-
form ionizing background. In a companion paper (D’Aloisio et al.
in prep., Paper I hereafter), we show that accounting for this dis-
persion with spatial fluctuations in the ionizing background, under
the standard assumption that galaxies are the dominant sources, re-
quires that the mean free path of H I ionizing photons be signifi-
cantly shorter than observations and simulations indicate (see also
Becker et al. 2015; Davies & Furlanetto 2016). Alternatively, mod-
els in which AGN source the ionizing background naturally lead
to large fluctuations owing to the brightness and rarity of AGN.
Chardin et al. (2015) showed with a “proof-of-concept” model that
rare sources with a space density of ∼ 10−6 Mpc−3, similar to the
space density of > L∗ AGN in G2015, could generate large-scale
(∼ 50h−1 Mpc) opacity variations substantial enough to account
for the observed dispersion at z = 5.8. During the final prepa-
ration of this manuscript, Chardin, Puchwein & Haehnelt (2016)
used more realistic models to show that a! 50% contribution from
AGN to the ionizing background is sufficient to account for the ob-
served dispersion. We reach a similar conclusion in this paper.

The purpose of this paper is to further elucidate the implica-
tions of a large AGN population at high redshifts. To this end we
will discuss three observational probes of AGN-dominated models
of the high-z ionizing background: (1) We will develop empirically
motivated models of the Lyα forest in scenarios where AGN consti-
tute a significant fraction of the background. We will then use these
models to assess the possible contribution of AGN to the z > 5Lyα
forest opacity fluctuations; (2) We will quantify the implications of
these models for He II reionization and for the thermal history of
the IGM – a facet that has yet to be discussed in the literature;
(3) We will discuss the interpretation of recent He II Lyα forest
opacity measurements in the context of these models. Foreshadow-
ing, we will show that, while AGN-dominated models are indeed
a viable explanation for the Lyα forest opacity measurements of
Becker et al. (2015), the models that best match the measurements
are qualitatively inconsistent with constraints on the thermal his-
tory of the IGM under standard assumptions about the spectra of
faint AGN. We will further argue that the discrepancy between the
opacities observed in the z ≈ 3.1− 3.3 He II Lyα forest and those
in current He II reionization simulations may reflect deficiencies in
the simulations rather than favor AGN-dominated models.

The remainder of this paper is organized as follows. In Sec-
tion 2 we present a comparison of the AGN luminosity function of
G2015 to other measurements in the literature. Section 3 is ded-
icated to models of the Lyα forest opacity fluctuations, while §4

Figure 1. A comparison of the G2015 AGN luminosity function measure-
ments to previously published measurements. The luminosity functions are
expressed in terms of MAB,1450, the AB magnitude at a wavelength of
1450 Å. We adjust the redshifts of the previous measurements to the central
redshifts of the G2015 bins by assuming that the luminosity function scales
as 10−0.47z , a common approximation that is motivated by the observed
evolution of the bright end of the luminosity function at z = 3−6 (Fan et al.
2001). The G2015 luminosity function measurements are highly discrepant
with previous measurements based on optically selected samples.

explores the impact of high-z AGN on He II reionization and the
thermal history of the IGM. Section 5 discusses the interpretation
of recent He II Lyα forest opacity measurements. Finally, in §6
we offer closing remarks. All distances are reported in comoving
units unless otherwise noted. We assume a flat ΛCDM cosmol-
ogy with Ωm = 0.31, Ωb = 0.048, h = 0.68, σ8 = 0.82,
ns = 0.97, and YHe = 0.25, consistent with recent measurements
(Planck Collaboration et al. 2015).

2 THE AGN LUMINOSITY FUNCTION

We begin by comparing the AGN luminosity function measure-
ments of G2015 to a compilation of other recent measurements
based on optically selected samples (Fig. 1). We adjust the redshifts
of the other measurements to the central redshifts of the G2015 bins
by assuming that the luminosity function scales as 10−0.47z , a com-
mon approximation that is motivated by the observed evolution of

c⃝ 0000 RAS, MNRAS 000, 000–000

E. Giallongo et al.: Faint AGNs at z > 4 in the CANDELS GOODS-S field

Fig. 5. Cosmic ionizing emissivity by AGNs as a function of redshift
assuming ⟨ f ⟩ = 1. Black squares are from our sample. The red continu-
ous curve is from the Haardt & Madau (2012) model. The long dashed
curve is from the Giallongo et al. (2012) model.

Fig. 6. Cosmic ionizing photoionization rate Γ−12 in units of 10−12 s−1

produced by AGNs as a function of redshift assuming ⟨ f ⟩ = 1. Black
filled squares represent the predicted contribution by faint AGNs from
the GOODS-S sample. Other small red symbols are the values inferred
from the ionization status of the IGM as derived from the Lyman-α
forest analysis in high-z QSO spectra.

the assumption of a high escape fraction of ionizing photons for
the global AGN population, including the X-ray absorbed AGN
fraction. Finally we discuss the implications that an ionizing
AGN population at very high redshift would have for an early
HeII reionization of the IGM.

6.1. Redshift reliability

Concerning the reliability of the derived redshift distribution in
our sample we should note that the evaluation of the photometric
redshifts becomes progressively more uncertain for fainter
sources with featureless SEDs. For this reason we have shown
in the Appendix the probability redshift distributions PDF(z) for
our candidates. In this context, as already stated, the estimate
of photometric redshifts for sources at z > 4 mainly relies on
the statistical significance of the Lyman-α forest (<1216 Å) and
Lyman break at 912 Å rest frame wavelength. In fact, the ex-
pected escaping Lyman continuum emission from the sources,
even assuming ⟨ f ⟩ ≃ 1, would be strongly depressed by IGM
absorption causing a flux dropout. As a consequence, the red-
shift uncertainty at z = 5−6 is related to the flux dropouts near
the Lyman-α and Lyman edge almost independently of the as-
sumed galaxy or AGN spectral library. Our assumption is cor-
roborated by the good agreement we found between the five
available spectroscopic redshifts and the photometric estimates
of the CANDELS catalogue. It is clear, however, that in cases
where the spectrum is particularly steep the evidence for the
presence of a Lyman break weakens, increasing consequently
the uncertainty in the redshift estimate. This is particularly true
for some of the z > 5 objects. We have already excluded object
29 323 from the LF analysis because of its peculiar SED and
PDF(z). Thus, five sources have been used for the LF estimate in
the highest redshift bin, among them 20 765, 28 476, and 33 160
have the most uncertain redshift estimates as shown in Fig. A.1.
To get a rough estimate of the uncertainties involved in the de-
rived volume densities of faint AGNs at z > 5 we have repeated
the estimate of the luminosity function at the highest redshift bin
excluding these sources. Two of them are the only sources in the
faintest and brightest LF bins (M1450 = −19 and M1450 = −21)
that would be removed. We have indicated with different sym-
bols these uncertain LF bins. Two sources remain in the LF bin
at M1450 = −20 slightly decreasing the average volume densities
by−0.1 to logφ = −4.8. This value would still be consistent with
the double power law extrapolation adopted to estimate the UV
emissivity. Finally, we note that some of these sources are rela-
tively bright at 8 microns, but this by no means represents a prior
against a high redshift solution for the estimated redshift. One of
the best studied X-ray absorbed faint AGNs in our catalogue,
273 (e.g. Vanzella et al. 2008), which has also been observed
by ALMA (Gilli et al. 2014), has a robust spectroscopic redshift
at z = 4.76 and an 8 micron apparent AB magnitude of 21.5.
Source 14 800 at spectroscopic redshift z = 4.82 also shows a
relatively bright IRAC continuum at levels of 22.5.

Very recently Weigel et al. (2015) searched for z > 5 AGNs
in the same GOODS-S field using almost the same CANDELS
dataset and found no convincing AGN candidates. The differ-
ent result depends on their adopted procedure. They looked for
z > 5 sources starting from the Xue et al. (2011) X-ray selected
catalogue, looking for plausible optical drop-outs and/or photo-
metric redshifts in the CANDELS images. Our sample is based
on NIR selection in the H band and reaches fainter X-ray fluxes
than the Xue et al. (2011) catalogue. Moreover photometric red-
shifts in our sample have been obtained from the CANDELS
multiwavelength catalogue derived from the B to the 8-micron
Spitzer band that included careful Spitzer deblended photome-
try. As an example one source in our sample (9713, not included
in the Xue et al. 2011 sample) has a spectroscopic confirmation
at z = 5.7. In our sample of 22 AGN candidates only two are in
common with the Xue et al. (2011) catalogue with an estimated
redshift z > 5. One of the two, 29323 (X156), has already been
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cosmic reionization: quasars strike back?�
HeII Ly α opacity -> He reionization more extended?

effective optical depths in two contiguous redshift bins
( � �z3.10 3.18), possibly continuing to lower redshifts that
were excised due to geocoronal residuals. Other sightlines (e.g.,
SDSSJ2346−0016) show complete Gunn–Peterson troughs at
the same redshifts. This indicates that part of the spread in the
data is due to large-scale variance between the sightlines.

Figure 5 shows the 4 sightlines covering � �z3.34 3.5.
Half of the redshift bins have �U 4eff,He II , although all
sightlines are sensitive to �U 5eff,He II . Again we see a strong
sightline-to-sightline variance, with the highest effective optical
depths measured toward SDSSJ2346−0016, whereas the
absorption in two sightlines remains low (SDSSJ1319+5202
and SDSSJ1711+6052). Our Lyα effective optical depths are
in good agreement with inferences from He II Lyβ absorption at
these redshifts (Syphers et al. 2011). The lowest He II effective
optical depth at �z 3.3 is robustly measured in a flux spike in
the SDSSJ1319+5202 sightline at �z 3.44. Again we see
that the He II transmission occurs on smaller scales than our
% �z 0.04 redshift windows ( 1Ez 0.02 corresponding to 14
proper Mpc at �z 3.44). The other four detections occurring in
the sightlines to SDSSJ1319+5202 and SDSSJ1711+6052
are closer to the sensitivity limit, meaning that some of them
may be Poisson background fluctuations ( - -P0.001 0.043).
Large-scale underestimates of the background are unlikely, as
strong background oversubtractions would occur in other
regions. Consistency with a Poisson background fluctuation
(i.e., �P 0.01 for all four values) would require local
increases of the mean background by more than its estimated
1.6%–3.2% uncertainty (Appendix B.4). We conclude that
Poisson background fluctuations cannot entirely account for
these measurements.

Only two sightlines in our sample probe �z 3.5. Given the
large observed variance in Ueff,He II at �z 3, it is extremely
difficult to draw firm conclusions on the redshift evolution of
the He II absorption at the highest redshifts. Moreover, the

decreasing instrument sensitivity at the corresponding wave-
lengths λ>1350Å combined with the faintness of the targets
results in low sensitivity to high Ueff,He II values, some of which
can be seen already at �z 3.4. Statistically robust constraints
on the redshift evolution of the He II effective optical depth at
�z 3.5 will require a larger sample of He II sightlines observed

at high S/N. Analysis of our recently obtained sample of three
�z 3.6 sightlines is forthcoming (Program 13875).
We may compare the Ueff,He II distributions with redshift to

test statistically for evolution in the He II opacity. The median
value of Ueff,He II is not well defined at �z 3 due to the frequent
sensitivity limits and limited statistics. In an attempt to better
sample the underlying distribution of Ueff,He II at a given redshift,
we assumed that contiguous % �z 0.04 redshift bins of the
same sightline are independent, a strong approximation given
the significant correlation between neighboring redshift bins,
especially at �z 3. The median Ueff,He II increases gradually
from 1.94 at �z 2.70 (19 measurements at � �z2.66 2.74)
to 5.17 at �z 3.4 (10 measurements at � �z3.34 3.50),
although the latter is poorly constrained to the highest robustly
measured Ueff,He II value (50% of the data are sensitivity limits).
Nevertheless, this result highlights the trend described above:
the effective He II Lyα opacity increases monotonically from
�z 2.4 to �z 3.4 by a factor of 2–3.
Armed with our statistical formalism to estimate the signal

significance, we combined the sightlines to estimate the overall
significance of any residual flux. While this dilutes the
significance of individual detections, it also averages out
individual background errors. For both high-redshift intervals

� �z3.06 3.26 and � �z3.34 3.50, the probability that all
measured counts above the background are caused by Poisson
background fluctuations is very small ( � �P 10 7 and
� q �P 2 10 6, respectively). At � �z3.34 3.50 the flux

spike in SDSSJ1319+5202 dominates the signal. Discarding

Figure 3. He II effective optical depth Ueff,He II vs. redshift for 17 He II sightlines in identical redshift bins of% �z 0.04 (x10 proper Mpc at _z 3), discovered in our
Cycle17 survey (Figure 1) or reanalyzed from the HST archive (Figure 2). The measured Ueff,He II values are plotted as black circles with error bars distinguishing
statistical errors due to Poisson count statistics (black, double-sided T1 errors corresponding to a confidence level of 68.26%) and additional systematic errors from
background uncertainties (gray). For clarity, the data are plotted slightly offset with respect to the identical bin centers and total error bars smaller than the symbol size
have been omitted. For every measurement we also plot the T1 instrumental sensitivity limit (red horizontal dashes), which we adopt as measured values (arrow
symbols) if the upper confidence level includes infinite Ueff,He II or if the signal is formally negative ( �P 0.1587). Overplotted are predictions from a semianalytic
model of a reionized IGM matching low-redshift observations with two representative n nHe HII I ratios of 60 and 200 (green lines), and results evaluated in% �z 0.04
bins from a numerical simulation by McQuinn et al. (2009) in which He II reionization finishes at �z 2.7reion (blue; solid: median Ueff,He II, dashed: T1 deviation).
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IGM dispersion measure with reionization by stars+quasars

xe=[1-YHe(xHII)+(YHe/4)(xHeII+2xHeIII)]

Mitra+16 model
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gamma-ray absorption: probe of�
diffuse background radiation �
(integrated starlight)

•  reionizes the IGM (feedback on later galaxy formation)
•  dissociates H2 molecules (feedback on later star formation)
•  Ly α pumping (determines HI hyperfine 21cm level population)

crucial for understanding early universe
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but direct detection impossible!!!

gamma-ray “absorption”: probe of diffuse radiation fields
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redshift measurements exist. The low number of photons detected from each single GRB at

high energy, predominantly due to the steep decline (with energy) of the LAT e↵ective area,

renders the detection of the EBL attenuation in the spectrum of a single source challenging.

To overcome this, we analyze the combined set of GRB spectra (stacking) which allows us

to reject the null hypothesis of no EBL attenuation at ⇠ 2.8 � confidence.

Energy [GeV]10 210 310

γγτ

1−10

1

10

LAT best fit -- 1 sigma
Franceschini et al. 2008
Finke et al. 2010 -- model C
Stecker et al. 2012 -- Low Opacity
Kneiske et al. 2004 -- highUV
Kneiske et al. 2004 -- best fit
Kneiske & Dole 2010
Dominguez et al. 2011
Gilmore et al. 2012 -- fiducial
Helgason & Kashlinsky 2012

1.8≈z

Fig. 4.— Constraint on the optical depth at a redshift of z ⇡ 1.8, at 1 � confidence level

(68%), derived for our GRB sample, compared with model estimates. The models of Frances-

chini et al. (2008) and (Stecker et al. 2012, high and low opacity), not included in the

numerical analysis (mentioned in Sec. 3), are included in the figure for completeness.

The constraint on the �-ray optical depth as derived from this analysis is reported in

Figure 4. We report this constraint for an e↵ective redshift of ⇠1.8. This value is derived

by separating the source sample into two redshift bins and finding the value of the redshift
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et al. 2016). We use the P8R2 TRANSIENT020 instrument response function.

The Minuit5 optimizer is used to determine the best-fit spectral parameters and the

error estimate for the unbinned likelihood maximization analysis. GRB spectra are generally

described using the “Band function” (Band et al. 1993), which consists of two power laws

joined by a exponential cut-o↵, or a Comptonized model, which consists of a power law with

4
http : //Fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html

5
http : //lcgapp.cern.ch/project/cls/work � packages/mathlibs/minuit/doc/doc.html
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Moreover, a small fraction of the NS matter can be expelled
during and after the coalescence of the binary components. Be-
cause of its extremely neutron-rich initial state, this matter has long
been speculated to be a possible site for the formation of r-process
nuclei (Lattimer & Schramm 1974, 1976; Eichler et al. 1989). In-
deed, Newtonian (e.g. Ruffert et al. 1997; Freiburghaus, Rosswog
& Thielemann 1999; Janka et al. 1999; Rosswog et al. 1999; Ruf-
fert & Janka 1999, 2001; Rosswog 2005; Korobkin et al. 2012) and
conformally flat general relativistic (e.g. Oechslin, Janka & Marek
2007; Goriely, Bauswein & Janka 2011b; Bauswein, Goriely &
Janka 2013b) as well as fully relativistic (e.g. Kyutoku et al. 2011;
Deaton et al. 2013; Hotokezaka et al. 2013a,b; Kyutoku, Ioka & Shi-
bata 2013; Foucart et al. 2014; Wanajo et al. 2014) hydrodynamical
simulations of NS–NS and NS–BH mergers with microphysical
equations of state (EOSs) have demonstrated that typically some
10−3 M⊙ up to more than 0.1 M⊙ can become gravitationally un-
bound on roughly dynamical time-scales due to shock acceleration
and tidal stripping. Also the relic object, either a hot, transiently
stable hypermassive NS (HMNS; stabilized by differential rotation
and thermal pressure; Baumgarte, Shapiro & Shibata 2000) and later
supermassive NS (SMNS; stabilized by rigid rotation and thermal
pressure) or a BH–torus system (Fig. 1, upper panel), can lose mass
along with its secular evolution in outflows that are driven by vis-
cous energy dissipation and turbulent angular momentum transport,
magnetic pressure, nucleon-recombination heating and neutrino-
energy deposition (Fig. 1, lower panel; e.g. Popham, Woosley &
Fryer 1999; Ruffert & Janka 1999; Dessart et al. 2009; Fernández
& Metzger 2013; Metzger & Fernández 2014; Perego et al. 2014;
Siegel, Ciolfi & Rezzolla 2014). Such ejecta could be interesting
environments for r-process, p-process, and nickel nucleosynthesis
(e.g. Surman et al. 2008, 2014; Caballero, McLaughlin & Surman
2012; Wanajo & Janka 2012; Malkus, Friedland & McLaughlin
2014, and references therein).

The presence of significant mass fractions of radioactive material
(nickel, r-nuclei,. . . ) was pointed out to lead to long-term decay
heating of the material ejected by compact binary mergers and
thus to thermal radiation that can potentially be observed as elec-
tromagnetic transient (Li & Paczyński 1998) termed ‘macronova’
(Kulkarni 2005) or ‘kilonova’ (Metzger et al. 2010; Metzger &
Berger 2012). Indeed, a near-infrared data point at the position
of the short-hard GRB 130603B about 7 d (rest-frame time) after
the burst was interpreted as possible first detection of such an r-
process powered transient (Berger, Fong & Chornock 2013; Tanvir
et al. 2013), because its temporal delay, colour, and brightness are
compatible with theoretical light-curve calculations for an assumed
ejecta mass of some 10−2 M⊙, taking into account the fact that
r-process nuclei, in particular the abundant lanthanides, increase
the opacity by roughly a factor of 100 compared to iron (Barnes
& Kasen 2013; Hotokezaka et al. 2013b; Kasen, Badnell & Barnes
2013; Tanaka & Hotokezaka 2013; Grossman et al. 2014; Tanaka
et al. 2014).

Nucleosynthesis calculations agree (e.g. Freiburghaus et al. 1999;
Goriely et al. 2005, 2011b; Roberts et al. 2011; Korobkin et al.
2012; Bauswein et al. 2013b; Rosswog et al. 2014; Wanajo et al.
2014) that the dynamical ejecta of the merging phase provide suf-
ficiently neutron-rich conditions for a robust r-processing up to the
third abundance peak and the actinides, although the theoretical
predictions show considerable differences in important details, de-
pending on the exact conditions in the ejecta (electron fraction, Ye,
expansion velocity, and specific entropy) and the employed nuclear
physics, in particular the theoretical assumptions about the fission
fragment distribution (cf. Goriely et al. 2013). Relativistic NS–NS

Figure 1. Top panel: evolution paths of NS–NS and NS–BH mergers. De-
pending on the binary parameters and the properties of the nuclear EOS,
binary NS mergers can lead to the formation of a stable NS, a transient
HMNS (stabilized by differential rotation) and SMNS (stabilized by rigid
rotation), or a BH plus accretion-torus system. The last scenario is also
the outcome of a NS–BH merger if the BH/NS mass ratio is not too
large. Transitions between the different evolution stages can be accom-
panied by mass-loss. In this work, we focus exclusively on the evolution
tracks and stages highlighted by thick, solid red lines. Bottom panel: mass-
loss phases during the dynamical interaction of NS–NS and NS–BH bi-
naries and the subsequent secular evolution of a relic BH–torus system
(corresponding to the evolution paths indicated by red lines in the upper
panel). The dynamical mass ejection takes place within a few milliseconds
when the two binary components merge with each other. Typical ejecta
masses are around 0.01 M⊙ and the average entropies of the ejecta are
low. BH–torus systems eject matter mainly in viscously driven outflows
and to a smaller extent also in neutrino-driven winds. Baryon-poor polar
funnels may provide suitable conditions for neutrino or magnetohydrody-
namically powered, ultrarelativistic, collimated outflows, which are likely to
produce short GRBs. The image is adapted from Ruffert & Janka (1999) and
Janka & Ruffert (2002).

MNRAS 448, 541–567 (2015)

 at K
okusai H

oken K
eikakugaku (U

N
IV

 O
F TO

K
Y

O
) on D

ecem
ber 21, 2016

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 

r-process nucleosynthesis �
in NS mergers

Just+ 15 

Nucleosynthesis from compact binary mergers 557

Figure 10. Abundance distributions as functions of the atomic mass for
the dynamical ejecta of three NS merger cases with prompt collapse of the
remnants. Each binary system is characterized in the legend by the EOS used
in the simulation and the mass (in M⊙) of the two NSs. All distributions
are normalized to the same A = 196 abundance. The dotted circles show the
solar r-abundance distribution (Goriely 1999).

While the ejecta masses seem to be in reasonable agreement, the
bulk of the outflow in the model of Fernández & Metzger (2013) is
slightly more neutron rich, Ye ∼ 0.1–0.21, than in our simulation,
Ye ∼ 0.18–0.30. The reason of this difference cannot be unam-
biguously identified. The lower values of Ye could simply also be
a consequence of the error in the α-recombination heating, lead-
ing to higher escape velocities and therefore faster freeze-out from
weak-reaction equilibrium. However, Metzger & Fernández (2014)
mention that the changes of nucleosynthesis-relevant properties as-
sociated with their mistake are irrelevant. Another possible reason
for the Ye difference could be connected to the different treatments
of neutrino reactions and transport.

3.4 Nucleosynthesis

3.4.1 Nucleosynthesis in the dynamical ejecta

The nucleosynthesis resulting from the dynamical ejecta has been
studied previously either based on parametrized ejecta trajectories
(Freiburghaus et al. 1999; Goriely et al. 2005) or more ‘realistic’
hydrodynamical Newtonian (Korobkin et al. 2012; Rosswog et al.
2014) and (CFC-) relativistic (Goriely et al. 2011b, 2013; Bauswein
et al. 2013b) simulations of NS–NS binary systems, recently also in-
cluding neutrino effects in relativistic merger models (Wanajo et al.
2014). In all these simulations, the number of free neutrons per seed
nucleus reaches a few hundred. With such a neutron richness, fission
plays a fundamental role by recycling the matter during the neutron
irradiation and by shaping the final r-abundance distribution in the
110 ! A ! 170 mass region at the end of the neutron irradiation.
Thanks to this property, the final composition of the ejecta is rather
insensitive to details of the initial abundances and the astrophysical
conditions, in particular the mass ratio of the two NSs, the quantity
of matter ejected, and the EOS (Goriely et al. 2011b; Korobkin et al.
2012; Bauswein et al. 2013b). The mentioned calculations essen-
tially correspond to the delayed-collapse scenario and their typical
yields are displayed in Fig. 11. In the following, we present our first
nucleosynthesis results obtained for cases with prompt collapse of
the NS–NS binary merger remnant as well as for NS–BH binary
systems (cf. Table 1). Prompt collapse cases

Fig. 10 shows the abundance distributions resulting from the
prompt collapse of NS–NS binary systems. The three cases exhibit

Figure 11. Abundance distributions as functions of the atomic mass for
the dynamical ejecta of three NS merger cases with delayed collapse of the
remnants. Each binary system is characterized in the legend by the EOS used
in the simulation and the mass (in M⊙) of the two NSs. All distributions
are normalized to the same A = 196 abundance. The dotted circles show the
solar r-abundance distribution (Goriely 1999).

similar pattern characteristics of the fission recycling nucleosynthe-
sis, as described in Goriely et al. (2013, 2014). In the relativistic
simulations, in contrast to the Newtonian approximation (where
ejecta originate mostly from cold extended spiral arms; Korobkin
et al. 2012; Rosswog et al. 2014), not all the mass elements lead
to the same composition after ejection. Mass elements are ejected
with considerably different velocities so that the density evolution
may vary significantly from one trajectory to the next (cf. Bauswein
et al. 2013b). Fast expanding mass elements might not have time to
capture all available free neutrons leading to no or only one fission
cycle while more slowly expanding mass elements allow for all free
neutrons to be captured and typically three fission cycles to take
place (Goriely et al. 2014). Delayed collapse cases

In the delayed collapse cases, the integrated mass associated
with rapidly expanding material compared to the total ejecta mass
remains relatively smaller than in the prompt collapse cases. For
this reason, similar to Newtonian models of the NS-merger hydro-
dynamics, which tend to predict rather slow expansion (Korobkin
et al. 2012), the abundance distributions of relativistic models with
delayed remnant collapse exhibit a trough around A ≃ 200 (Fig. 11).
This deep trough is absent in the prompt collapse cases (Fig. 10),
where the relative contributions of quickly expanding trajectories to
the final abundance distribution are found to be appreciable and to
fill the trough in the A ≃ 200 region. Comparison between NS–NS
and NS–BH nucleosynthesis

Fig. 12 illustrates the abundance distributions representative of
three NS–BH binary systems. In the NS–BH cases, the expansion
velocities are rather low (see Table 1), comparable to the delayed
collapse cases of the NS–NS systems and lower than those in the
prompt collapse cases. The corresponding abundance distributions
are therefore rather similar to those found in the NS–NS delayed
collapse with an underproduction of the A ≃ 202 nuclei. Impact of
neutrinos

During the binary merging phase, we disregard the effects of
neutrinos in our hydrodynamic simulations as well as in the nucle-
osynthesis studies. In a few recent simulations with nucleosynthesis
discussion neutrino effects were explored. While Korobkin et al.
(2012) did not find a significant impact in their Newtonian studies,
the relativistic NS–NS merger calculations of Wanajo et al. (2014)
for a ‘soft’ nuclear EOS (i.e. NSs with small radii) point towards
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Figure 14. Abundance distributions as functions of the atomic mass for
three systems with torus masses of Mtorus = 0.03, 0.1 and 0.3 M⊙ and
a 3 M⊙ BH. All distributions are normalized to the same solar A = 130
abundance. Calculations correspond to the M3A8m03a5, M3A8m1a5 and
M3A8m3a5 models. The dotted circles show the solar r-abundance distri-
bution (Goriely 1999).

Figure 15. Abundance distributions as functions of the atomic mass for
three BH–torus systems with BH masses of MBH = 3, 4 and 6 M⊙ and the
same 0.3 M⊙ tori. All distributions are normalized to the same solar A = 130
abundance. Calculations correspond to the M3A8m3a5, M4A8m3a5 and
M6A8m3a5 models. The dotted circles show the solar r-abundance distri-
bution (Goriely 1999).

composed of 80 to 94 per cent of r-process material, the remaining
6 to 20 per cent being made essentially of 4He. Sensitivity to global
parameters

The abundance distributions are found to be only weakly sensitive
to the torus mass, as shown in Fig. 14 for cases with the same BH
mass and spin and the same viscosity. The differences result from
the two subtle trends that the fraction of material with Ye < 0.2 as
well as the mean entropy slightly increase for lower torus masses.
As can be seen in Fig. 15, the abundance distribution is also found
to be only moderately sensitive to the BH mass. The observed slight
trend towards relatively heavier elements for lower BH masses can
be ascribed to the lower mean electron fractions of the ejecta. In
Fig. 16, we compare the abundance distributions obtained with two
values of the viscosity parameter αvis, both for the type 1 and type
2 prescriptions, as described in Section 2.2. In general terms, the
abundance distribution is quite robust with respect to the viscosity
treatment for the intermediate-mass elements 80 ≤ A ≤ 130, while
it is rather sensitive to the viscosity for the A > 130 elements. We

Figure 16. Abundance distributions as functions of the atomic mass for four
identical BH–torus systems (MBH = 3M⊙; ABH = 0.8; Mtorus = 0.3M⊙)
computed with two different values of the viscosity parameter αvis, namely
αvis = 0.02 and 0.05, and two different prescriptions of the viscosity ten-
sor (cf. Section 3.1). All distributions are normalized so that

∑
X = 1.

Calculations correspond to the M3A8m3a2, M3A8m3a5, M3A8m3a2-v2
and M3A8m3a5-v2 models. The dotted circles show the solar r-abundance
distribution (Goriely 1999).

observe that for a higher dynamic viscosity coefficient ηvis a higher
relative amount of A > 130 elements is obtained (remembering also
that the ηvis for the two viscosity types are related by equation 2).
This result can be explained by the fact that a higher dynamic
viscosity leads to a smaller mean electron fraction Ȳe of the ejecta
in our models (cf. Table 2). Sensitivity to r-process heating feedback

In Fig. 17, we compare the average temperatures as well as the
average heating rates for the models with and without radioactive
heating as implemented by the approximate method described in
Section 3.1. Correspondingly, in Fig. 18, we compare the abundance
distributions for these models. The variations introduced by such a
lowest order correction for radioactive heating are only marginal.
Besides minor differences in the abundance distributions, also the
total ejecta masses are hardly affected. With heating Mout increases
from 22.1 to 22.4 per cent and from 22.7 to 22.8 per cent of the origi-
nal torus mass for models M4A8m3a5 and M3A8m1a2, respectively
(see Table 2). This indicates that including the radioactive heating
in a fully consistent manner is not necessary or at least does not
lead to any significant changes of our modelling predictions (see
also Rosswog et al. 2014, where a similar conclusion was drawn
concerning the dynamical ejecta).

3.4.3 Combined nucleosynthesis in the dynamical and disc ejecta

Assuming that the dynamical and disc nucleosynthesis components
are both ejected isotropically, we can combine the yields by sum-
ming up the mass fractions for both components, weighted by their
corresponding total ejected masses. We only combine systems cor-
responding to the same BH mass and spin and the same torus mass
in a roughly consistent manner. For models with 0.03, 0.1 and
0.3 M⊙ tori, the abundance distributions for such combined mod-
els are given in Fig. 19. The dynamical ejecta contribute mainly to
the production of the A > 140 nuclei, whereas the disc ejecta pro-
duce mostly the 90 ≤ A ≤ 140 nuclei. The combined distribution is
in surprisingly good agreement with the Solar system r-abundance
distribution (Fig. 19). However, the relative strength of the second
to the third r-process peak depends sensitively on the ratio be-
tween the amount of mass ejected from the disc and the one ejected
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Figure 17. Time evolution of the average radioactive heating rate per unit
mass, ⟨Q⟩, for two BH–torus systems with MBH = 3 M⊙, ABH = 0.8,
Mtorus = 0.1 M⊙ (top) and MBH = 4 M⊙, ABH = 0.8, Mtorus = 0.3 M⊙
(bottom), when the heating feedback due to the r-process β-decays and
fission is included or not. Calculations correspond to models M3A8m1a2,
M3A8m1a2-rh, M4A8m3a5 and M4A8m3a5-rh.

dynamically (both components being composed of about 80–
98 per cent of r-process material). For the three cases shown in
Fig. 19, this ratio amounts to 1.4, 5.3 and 1.7 for the 0.03, 0.1 and
0.3 M⊙ torus models, respectively. For this reason, when normaliz-
ing to the A = 196 abundance, the lighter elements, and in particular
the A ≃ 130 peak, are found to typically vary within a factor of 3.

Note that it is well known that calculations of the r-process
abundances are still affected by large nuclear physics uncertain-
ties (Arnould, Goriely & Takahashi 2007). Such uncertainties have
been extensively studied in the past, but each site provides its spe-
cific conditions and behaves in its own special manner so that an
assessment of the sensitivity to theoretical nuclear physics input
requires careful and dedicated exploration. While we already partly
investigated the sensitivity of the nucleosynthesis in the dynamical
ejecta to masses, β-decay rates, and fission probabilities (Goriely
et al. 2013), we defer such a sensitivity analysis for the composition
of the disc ejecta to a future study.

4 C OMPARISON W ITH O BSERVATIONS

The striking similarity between the solar distribution of r-element
abundances in the 56 ≤ Z ≤ 76 range and the corresponding abun-
dance pattern observed in ultrametal-poor stars like CS 22892−052

Figure 18. Abundance distributions as functions of the atomic mass for two
BH–torus systems with MBH = 3 M⊙, ABH = 0.8, Mtorus = 0.1 M⊙ (top)
and MBH = 4 M⊙, ABH = 0.8, Mtorus = 0.3 M⊙ (bottom), when the heating
feedback due to the r-process β-decays and fission are included or not. All
distributions are normalized to the same solar A = 130 abundance. Calcu-
lations correspond to models M3A8m1a2, M3A8m1a2-rh, M4A8m3a5 and
M4A8m3a5-rh. The dotted circles show the solar r-abundance distribution
(Goriely 1999).

Figure 19. Abundance distributions as functions of the atomic mass for
three combined systems (merger model plus remnant model) correspond-
ing to models with torus masses Mtorus = 0.03, 0.1 and 0.3 M⊙. All dis-
tributions are normalized to the same solar A = 196 abundance. Calcu-
lations correspond to the model combinations TMA_1616–M3A8m03a5,
SFHO_13518–M3A8m1a5 and DD2_14529–M4A8m3a5. The dotted cir-
cles show the solar r-abundance distribution (Goriely 1999).
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r-process nucleosynthesis in NS mergers:�
in-situ probe?
macro/kilonova

In Figure 19, we compare the detected flux to J-band light
curves for various ejecta models, and find the observed flux is
consistent with 1 1q � �

: :M M M5 10 102
ej

1 . This mass is
higher than what is typically predicted for the dynamical ejecta
from a binary NS merger, suggesting that if the kilonova
interpretation is correct, the progenitor of GRB130603B was
perhaps an NSBH merger, or that the mass ejected was
significantly enhanced by post-merger disk winds.

Our mass estimate here is an improvement over earlier work
which neglected detailed thermalization, and gives substan-
tially different results. For example, Piran et al. (2014)
suggested _ :M M0.02ej , less than half our new value.
However, we have not accounted for viewing angle effects.

If the ejected material is mainly confined to the equatorial
plane, the emission will be brighter when the system is viewed
face-on (Roberts et al. 2011), which would reduce the inferred
mass somewhat. In an oblate ejecta, thermalization will also be
more efficient, which could have a small impact on mass
measurements. Finally, we note that different nuclear mass
models predict different rates of radioactive heating and
differing f ttot ( ), which introduces additional uncertainties into
our mass estimate. Radiation transport simulations in three
dimensions with time-dependent thermalization models will
better constrain Mej.

6.4. Late-time Light Curve

Late-time kilonova light curves may probe the history of r-
process nucleosynthesis in CO mergers. At ∼2 days after
merger, fission ceases to be important, and B- and C-decay
dominate the kilonova’s energy supply. Energy from B-decay
is transferred entirely to fast B-particles, which thermalize

Figure 17. Synthetic bolometric light curves calculated with Sedona for three
different treatments of thermalization: full thermalization (blue curves);
Sedonaʼs original thermalization scheme, which deposits charged particle
energy but explicitly tracks the deposition of H -ray energy (lime curves); and
the time-dependent f ttot ( ) from our numerical simulations (red curves). Light
curves in the top and bottom panels adopt f ttot ( ) given by random fields and
the FRDM mass model. To illustrate the effect of uncertainties in f ttot ( ) on
light curves, we plot for our fiducial model (middle panel) Lbol for a range of
magnetic fields (thick red curve) and for the DZ31 mass model (red dashed
curve). Accounting for time-dependent thermalization efficiencies has a
significant impact on kilonova luminosity, particularly for models with lower
masses and higher velocities. For our fiducial model, the predicted luminosity
is lower by a factor of 12 at peak, and by 10 days is lower by an factor of 5.

Figure 18. Select broadband light curves for our fiducial ejecta model for two
treatments of thermalization: full f ttot ( ) (left panel), and the cruder treatment
employed in earlier kilonova calculations (right panel). The curves are dimmer
in the newer models, reflecting the reduction in thermalized energy, but
relationships between the light curves in the various bands is mostly
unchanged, so the kilonova colors are preserved.

Figure 19. Absolute (AB) J-band light curves for several ejecta models. As in
earlier figures, the width of the curves is produced by differences in f ttot ( ) due
to different magnetic field configurations. The excess IR flux (gold star)
suggests an ejected mass between q �5 10 2 and �

:M10 1 .
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earlier figures, the width of the curves is produced by differences in f ttot ( ) due
to different magnetic field configurations. The excess IR flux (gold star)
suggests an ejected mass between q �5 10 2 and �

:M10 1 .
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Figure 2. Spectrum of γ -rays at 1, 3, 5, and 10 d after merger for NSM-solar. Black lines depict the γ -ray spectrum produced by nuclei at rest. The red (blue)
curve shows the spectrum with the Doppler broadening with an expansion velocity of 0.3c (0.05c). The normalization is determined with the mass of ejected
r-process elements of 0.01 M⊙ and the observed distance of 3 Mpc. Here, we do not take any absorption and scattering processes into account.

tdiff,o:

τγ (t) ≈ κγ

κo

c

v

(
tdiff,o

t

)2

, (7)

≈ 0.02
(

tdiff,o

t

)2 (
κγ

0.05 cm2/g−1

)

×
(

κo

10 cm2/g−1

)−1 ( v

0.3c

)−1
, (8)

where κo is the opacity of r-process elements to photons in the
optical bands. It is dominated by bound–bound transitions of lan-
thanides (Kasen, Badnell & Barnes 2013; Tanaka & Hotokezaka
2013). For the dynamical ejecta, on the time-scale of tdiff,o, the opti-
cal depth to γ -rays is much smaller than unity, thereby only a small
fraction of the γ -rays’ energy is deposited in the ejecta on the peak
time-scale of macronovae.

For the slowly expanding wind ejecta, in particular lanthanide
free cases, the γ -ray heating efficiency is significantly different. The
opacity to thermal photons and expansion velocity of the wind ejecta
are κo ∼ 1 cm2 g−1 and v ∼ 0.05c (see e.g. Tanaka & Hotokezaka
2013 for the opacity of the wind case). The estimated optical depth
to γ -rays is τ γ ∼ 3 on the time-scale of tdiff,o. Therefore, in the
case of the lanthanide free wind ejecta, γ -rays are weakly coupled
with the ejected material and heat up the ejecta until a few times
tdiff,o. This situation is somewhat similar to those of supernovae, in
which γ -rays released from the radioactive decay of 56Ni and 56Co

efficiently heat up the ejecta on the peak time-scale of supernovae
(Lucy 2005).

Here, we approximately evaluate ϵγ (t) as the followings. In op-
tically thick regimes τ γ ≫ 1, almost all the γ -rays’ energy is de-
posited in the ejecta. On the contrary, in optically thin regimes
τ γ < 1, only a fraction τ of the photons are scattered and for each
scattered photon roughly half of γ -ray’s energy is transferred to an
electron via a single scattering process at energies of ∼1 MeV. ϵγ

is approximately given by

ϵγ (t) ≈
{

1 −
(

1
2

)N
(τγ ≥ 1),

1
2 N (τγ < 1),

(9)

where N = max(τγ , τ 2
γ ) is the number of the scatterings that a

photon undergoes before escaping. Fig. 3 shows the heating rate
(left) and the thermalization efficiency (right). Here, the heat-
ing rate is normalized by a simple power-law heating Q̇1.3(t) =
1010t−1.3

day erg s−1 g−1 (Korobkin et al. 2012), where tday is time in
unit of day. The thick (thin) lines in the left-hand panel show the
heating rate taking the neutrino and γ -ray escape (only the neutrino
escape) into account. To calculate ϵγ (t), an ejecta mass of 0.01 M⊙
is assumed. The velocities of the ejecta is set to be 0.3c for NSM-
solar and NSM-fission and 0.05c for NSM-wind. For NSM-solar and
NSM-fission, at 0.5 d, γ -rays start to escape from the ejecta so that
the thermalization efficiency drops from 0.7 to 0.2–0.3. The heating
rate and thermalization efficiency of NSM-wind are larger than the
other cases since γ -rays are well scattered. For NSM-fission, the
thermalization efficiency turns to increase due to the spontaneous
fission of transuranic nuclei and it reaches ≈0.5 around 10 d.
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In Figure 19, we compare the detected flux to J-band light
curves for various ejecta models, and find the observed flux is
consistent with 1 1q � �

: :M M M5 10 102
ej

1 . This mass is
higher than what is typically predicted for the dynamical ejecta
from a binary NS merger, suggesting that if the kilonova
interpretation is correct, the progenitor of GRB130603B was
perhaps an NSBH merger, or that the mass ejected was
significantly enhanced by post-merger disk winds.

Our mass estimate here is an improvement over earlier work
which neglected detailed thermalization, and gives substan-
tially different results. For example, Piran et al. (2014)
suggested _ :M M0.02ej , less than half our new value.
However, we have not accounted for viewing angle effects.

If the ejected material is mainly confined to the equatorial
plane, the emission will be brighter when the system is viewed
face-on (Roberts et al. 2011), which would reduce the inferred
mass somewhat. In an oblate ejecta, thermalization will also be
more efficient, which could have a small impact on mass
measurements. Finally, we note that different nuclear mass
models predict different rates of radioactive heating and
differing f ttot ( ), which introduces additional uncertainties into
our mass estimate. Radiation transport simulations in three
dimensions with time-dependent thermalization models will
better constrain Mej.

6.4. Late-time Light Curve

Late-time kilonova light curves may probe the history of r-
process nucleosynthesis in CO mergers. At ∼2 days after
merger, fission ceases to be important, and B- and C-decay
dominate the kilonova’s energy supply. Energy from B-decay
is transferred entirely to fast B-particles, which thermalize

Figure 17. Synthetic bolometric light curves calculated with Sedona for three
different treatments of thermalization: full thermalization (blue curves);
Sedonaʼs original thermalization scheme, which deposits charged particle
energy but explicitly tracks the deposition of H -ray energy (lime curves); and
the time-dependent f ttot ( ) from our numerical simulations (red curves). Light
curves in the top and bottom panels adopt f ttot ( ) given by random fields and
the FRDM mass model. To illustrate the effect of uncertainties in f ttot ( ) on
light curves, we plot for our fiducial model (middle panel) Lbol for a range of
magnetic fields (thick red curve) and for the DZ31 mass model (red dashed
curve). Accounting for time-dependent thermalization efficiencies has a
significant impact on kilonova luminosity, particularly for models with lower
masses and higher velocities. For our fiducial model, the predicted luminosity
is lower by a factor of 12 at peak, and by 10 days is lower by an factor of 5.

Figure 18. Select broadband light curves for our fiducial ejecta model for two
treatments of thermalization: full f ttot ( ) (left panel), and the cruder treatment
employed in earlier kilonova calculations (right panel). The curves are dimmer
in the newer models, reflecting the reduction in thermalized energy, but
relationships between the light curves in the various bands is mostly
unchanged, so the kilonova colors are preserved.

Figure 19. Absolute (AB) J-band light curves for several ejecta models. As in
earlier figures, the width of the curves is produced by differences in f ttot ( ) due
to different magnetic field configurations. The excess IR flux (gold star)
suggests an ejected mass between q �5 10 2 and �

:M10 1 .
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Figure 5. Light curves of nuclear γ -rays for NSM-solar in the ranges of 10 keV ≤ Eγ < 30 keV (top left), 30 keV ≤ Eγ < 100 keV (top right), 100 keV
≤ Eγ < 300 keV (bottom left), and 300 keV ≤ Eγ < 1 MeV (bottom right) at a distance of 3 Mpc. Here, we show the four different ejecta models:
(Mej, v) = (0.01 M⊙, 0.3c), (0.01 M⊙, 0.05c), (0.1 M⊙, 0.3c), and (0.1 M⊙, 0.05c). Also shown are the sensitivity with exposure at 100 ks of current and
future X-ray missions: NuSTAR (Harrison et al. 2013), ASTRO-H (Takahashi et al. 2012), and CAST (Nakazawa et al. 2014).

macronova mechanisms and the sites of r-process nucleosynthe-
sis. However, such a nearby event is too rare to be detected with
current detectors. This detection with a realistic rate will have to
wait for a more sensitive generation that may be launched in the
future.
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k = 0.1 cm2 g−1 (see Villar et al. 2017). The model parameters
are the ejecta mass and velocity, and the 56Ni mass fraction in
the ejecta (as well as the temperature floor and scatter).
The best-fit model has » :M M0.01ej , »v 0.26 cej , and

»f 0.75Ni . The parameters are comparable to those we
inferred from blackbody fits to the flux and SEDs in the
previous section, but the overall fit is poor. In particular, this
model severely underestimates the NIR light curves, while the
high 56Ni fraction is inconsistent with the optical spectra
(Nicholl et al. 2017). We therefore conclude that the transient is
not powered by the radioactive decay of 56Ni.

We next turn to r-process heating, using the model outlined
in Metzger (2017) and implemented in Villar et al. (2017).
This model includes the ejecta mass, ejecta velocity, and
opacity as fitted parameters (as well as the temperature floor
and scatter). Within this context we first assume an Fe-peak

opacity of κ=0.1cm2g−1 (our “blue” model; e.g., as
assumed historically in Li & Paczyński 1998) and fit for the
ejecta mass and velocity. This model, with » :M M0.03ej and

»v 0.18 cej , adequately describes the early light curves
(3 days), but again is a poor fit to the NIR light curves.
More recent calculations indicate that lanthanide-rich ejecta
are expected to have a much higher opacity of k = 10 cm2

g−1, leading to a “red” KN (e.g., Barnes & Kasen 2013).
However, such a model (our “red” model), with best-fit values

» :M M0.03ej and »v 0.27 cej , produces a poor fit to the data
as well. In particular, the model light curves exhibit an initial
rise for »4 days, in contrast to the observed rapid decline at
early times, especially in the UV and blue optical bands.
Finally, we allow the opacity to vary as a free parameter,
finding a best-fit value of k » 0.82 cm2 g−1, and an associated

» :M M0.04ej and »v 0.27 cej . However, this model again

Figure 3. Top left: fitting the data with a Type I b/c SN model powered by the radioactive decay of 56Ni. This model clearly fails to capture the late-time NIR behavior
and requires an unphysically large fraction of the ejecta to be synthesized into nickel (∼75%). Top right: fitting the data with a single-component “blue” KN model.
Like the SN model, this fit is unable to capture the late-time NIR behavior and overall spectra shape. Bottom left: fitting the data with a single-component “red” KN
model. This model clearly fails to capture any of the observed behavior. Bottom right: fitting the data with a single-component KN model with the opacity as a free
parameter. Again, this model fails to capture the late-time NIR behavior. This is suggestive of the fact that we need to model multiple ejecta components
simultaneously. Error bars are given at the s1 level in all panels, but may be smaller than the points.
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opacities of around κ =  10 cm2 g−1 would be likely4,20. In Fig. 3 we 
show the best fits forcing κ =  10 cm2 g−1. No model with such a high 
opacity is able to fit all of the data points well, but it can fit the later data 
points. In these high-opacity models all observations are still within the 
diffusion phase, but a steeper power law for energy input (β ≈  − 2) is 
favoured to produce the right emergent luminosity, no longer consistent 
with t−1.3. If our reconstructed bolometric light curve is accurate at all 
epochs, there is not much room for a second component at later times 
because the blue one cannot drop faster than the power source term. 
However, it is possible that two-component spectral energy distribu-
tion (SED) fitting would give different late-time bolometric estimates. 
Then a two-component model where the early light curve is produced 
by low-opacity ejecta (a wind component), and the later light curve is 

produced by high-opacity ejecta (dynamic ejecta) could also be possible.  
The early blue flux is unlikely to be from a relativistic jet26 and an after-
glow from the weak gamma ray signal that was detected7,8, owing to the 
rapid reddening and cooling and the X-ray non-detections.

The optical and near-infrared spectra support the ejecta being dom-
inated by the light r-process elements at least at early stages. We used 
the TARDIS code27 to construct simple models to guide interpretation 
of our spectra. The earliest spectrum (epoch + 1.4 d) we obtained from 
the New Technology Telescope (NTT, at La Silla, Chile) is fairly well 
parameterized by a blackbody of Teff =  5,200 K, and does not show the 
prominent spectral features (Ca, Mg or Si) usually detected in normal 
supernova spectra (see Extended Data Fig. 3). There are two broad and 
blended structures at 7,400 Å and 8,300 Å, respectively, which become 
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Figure 3 | Model bolometric light curve fits using the Arnett formalism. 
Mass (Mej), velocity (vej), opacity (κ) and a power-law slope for radioactive 
powering (β) are freely variable. Each of these parameters was allowed to 
vary to give the best fit (reduced χ2 (χred

2 ) are quoted). a, The blue solid line  
shows the best fit. The green dashed model also includes a thermalization 
efficiency19. The recovered power law (β =  − 1.0 to − 1.3) is close to the 
one predicted in kilonova radioactivity models (β =  − 1.2). b, Best fits 

when opacity is forced to κ =  10 cm2 g−1, to all data (blue solid line) and 
excluding the first three data points (green dashed line). In all models the 
maximum allowed velocity is 0.2c, which is also the preferred fit value.  
The errors are 1σ uncertainties on the data, while the later points after  
10 days are uncertain due to systematic effects. The full Markov chain 
Monte Carlo analysis and uncertainties are discussed in Methods.
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Figure 4 | Spectroscopic data and model fits. a, Spectroscopic data (black 
curves) from + 1.4 d to + 4.4 d after discovery, showing the fast evolution 
of the SED. The points are coeval UgrizJHK photometry. b, Comparison of 
the + 1.4 d spectrum with a TARDIS spectral model that includes Cs i and 
Te i (see text). Thin lines indicate the positions of spectral lines blueshifted 
by 0.2c, corresponding to the photospheric velocity of the model (the 

adopted blackbody continuum model is also shown for reference). c, 
The Xshooter spectrum at + 2.4 d also shows Cs i and Te i lines that 
are consistent with the broad features observed in the optical and near-
infrared (here, the lines are indicated at velocities of 0.13c and we include 
additional, longer-wavelength transitions to supplement those in b).
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where t is the time after the merger. Since the velocity structure
becomes homologous and the ejecta spreads to the radial
direction, the typical mass density of the ejecta is given by
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For the composition of the ejecta, we consider both the iron-
rich ejecta and the heavy r-process ejecta. Since the tidally
ejected matter is neutron-rich, the heavy r-process elements
may be synthesized (e.g., Lattimer & Schramm 1974). On the
other hand, the iron-rich ejecta may be dominant if the shocks
and/or neutrino irradiation make the electron fraction high
(e.g., Metzger et al. 2009; Martin et al. 2015; Richers et al.
2015; Sekiguchi et al. 2015).

We consider four conditions to reproduce the infrared excess
in our X-ray-powered model. First, the X-ray photons should
be absorbed by the ejecta, i.e., the optical depth for the X-ray
absorption UX, abs should be larger than unity,

U � 1. 3X,abs ( )

Second, the absorbed X-ray photons should be thermalized in
the ejecta to produce infrared photons. Since the opacities for
the iron and r-process elements are a decreasing function of
wavelength (Kasen et al. 2013; Tanaka & Hotokezaka 2013),
we require the optical depth for infrared photons UIR to be larger
than unity,

U � 1. 4IR ( )

Third, the infrared photons should escape from the ejecta to be
detected by the observers. Since the optical depth UIR satisfies
condition (4), we consider a random walk for the propagation
of infrared photons in the ejecta. The infrared photons can
escape from the ejecta if the diffusion timescale tdiff is smaller

than the dynamical timescale t,

�t t. 5diff ( )
In the case that the central engine is active longer than the
photon diffusion timescale, the light curve of the thermal
emission follows the evolution of the central engine, i.e., the
peak time is not necessarily when _t tdiff in the X-ray-
powered model. This is the reason why the X-ray-powered
model requires a smaller amount of ejecta than the previous
models (see Section 3). Finally, the temperature of the ejecta T
should be lower than the observed upper limit _T 4000max K
(Berger et al. 2013; Tanvir et al. 2013),

� _T T 4000 K, 6max ( )
which is obtained from the detected infrared flux and the
optical upper limit (blue arrow in Figure 1). In Sections 2.1–
2.4, we consider these four conditions to give constraints on the
ejecta properties. We also consider the luminosity ratio of
X-ray and infrared excesses in Section 2.5.

2.1. X-Ray Absorption

In this subsection, we consider condition (3) for the X-ray
photons to be absorbed in the ejecta. The absorption optical
depth is given by

U L
Q

_
M

R4
, 7X,abs bf

ej

ej
2

( )

where Lbf is the bound-free opacity. The opacity Lbf depends
on the ionization state of the ejecta (Metzger & Piro 2014),

L T_
f

Am
, 8bf

n

p
bf¯ ( )

where Ā is the average mass number of the composed elements
of the ejecta, mp is the proton mass, Tbf is the photoionization
cross-section, and fn is the neutral fraction of the ejecta. The
ionization state is determined by the balance of the photo-
ionization due to the X-ray emission from the central engine
and the recombination. The neutral fraction fn is described by
the ratio of the absorption rate of the ionizing photons*ion and
the recombination rate *rec as

*
*

_ �
�⎛

⎝⎜
⎞
⎠⎟f 1 . 9n

ion

rec

1

( )

The recombination rate is approximately described by

* B_ n , 10rec e rec ( )
where ne is the number density of the electrons and Brec is the
recombination coefficient. The ionization rate is

* T_ n c, 11ion ph bf ( )
where the number density of photons whose energy is larger
than the ionization threshold energy is,

�
Q O

_n
L

h R c4
, 12ph

X

i ej
2

( )

where Oh i is the ionization threshold energy and ò is the
fraction of the luminosity above the ionization energy.

Figure 2. Schematic picture of the X-ray-powered model.

3

The Astrophysical Journal, 818:104 (8pp), 2016 February 20 Kisaka, Ioka, & Nakar

Kisaka+ 16	

X-ray powered
macronova model	

adapted from Just	

X-rays from
transient magnetar spindown	

quasi-isotropic?
broadly beamed? �

- some lines of sight
   must have τ~1
- Doppler broadening
   less severe



X-rays from remnant engine6 Murase et al.

 39

 40

 41

 42

 43

 5  10  15  20  25  30

lo
g(

L 
[e

rg
 s

-1
])

t [d]

radiation luminosity
radioactive decay

fall-back disk

Figure 1. Thermal bolometric luminosities from a NS-
NS merger. We show the case where thermal radiation
is mainly powered by radioactive decay of r-process ele-
ments and modified by X-ray emission from the disk with
Ldisk = 1040 erg s−1 for demonstration purposes.
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Figure 2. X-ray spectra from a BH with a remnant disk
in the disk emission model, at t = 106 s (thin curves) and
t = 107 s (thick curves). The distance is set to d = 40 Mpc.
Note that the baseline and optimistic cases are degenerate
at t = 106 s.

sion, Athena+ (Nandra et al. 2013), is planned to reach
a limiting sensitivity of EFE ∼ 10−17 erg cm−2 s−1 in
the 0.2−2 keV range, by which the X-ray emission from
the accretion onto the remnant BH is detectable up to
∼ 300 − 500 Mpc. Effects of the mass composition on
the opacity can affect early-time fluxes by a factor of
∼ 10, which can be regarded as one of the uncertainties.
For X-ray observations, deep measurements at ∼

tHX−thin are important. If the observational limits reach
Ldisk ∼< LEdd, we can examine whether the accretion
mode is super-Eddington or not, which allows us to con-
strain Ṁd and test the remnant disk model as the central
engine of long-lasting SGRB emission.
The above assumption that X-rays come from the disk
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Figure 3. X-ray light curves from a BH with a remnant disk
in the disk emission model, for E = 3 keV (thick curves) and
E = 30 keV (thin curves).
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Figure 4. High-frequency radio light curves from a BH with
a remnant disk in the dissipative outflow model, for ν =
1010 Hz (thin curves) and ν = 1011 Hz (thick curves).

or its corona may be reasonable when the mass accretion
rate is not far from that of ultra-luminous X-ray sources.
At earlier times, the disk radiation luminosity should not
largely exceed the Eddington luminosity, but the outflow
kinetic luminosity can be larger. A significant fraction
of the disk mass, ηw ∼ 0.1 − 1, may be ejected back
into space as an ultrafast outflow, perhaps by viscous
heating (e.g., Dessart et al. 2009; Fernández & Metzger
2013) and/or magnetohydrodynamic turbulence (e.g.,
Price & Rosswog 2006; Kiuchi et al. 2015) as well as ra-
diation pressure (e.g., Ohsuga et al. 2005; Jiang et al.
2014; Narayan et al. 2017). The velocity of such ultra-
fast outflows is expected to be Vw ∼ 0.05 − 0.3 c, de-
pending on mechanisms of the outflow production. The
properties of disk-driven outflows at later times seem
more uncertain. While in the presence of strong winds
the accretion rate may decline more rapidly than the

6 Murase et al.
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For X-ray observations, deep measurements at ∼
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Figure 4. High-frequency radio light curves from a BH with
a remnant disk in the dissipative outflow model, for ν =
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or its corona may be reasonable when the mass accretion
rate is not far from that of ultra-luminous X-ray sources.
At earlier times, the disk radiation luminosity should not
largely exceed the Eddington luminosity, but the outflow
kinetic luminosity can be larger. A significant fraction
of the disk mass, ηw ∼ 0.1 − 1, may be ejected back
into space as an ultrafast outflow, perhaps by viscous
heating (e.g., Dessart et al. 2009; Fernández & Metzger
2013) and/or magnetohydrodynamic turbulence (e.g.,
Price & Rosswog 2006; Kiuchi et al. 2015) as well as ra-
diation pressure (e.g., Ohsuga et al. 2005; Jiang et al.
2014; Narayan et al. 2017). The velocity of such ultra-
fast outflows is expected to be Vw ∼ 0.05 − 0.3 c, de-
pending on mechanisms of the outflow production. The
properties of disk-driven outflows at later times seem
more uncertain. While in the presence of strong winds
the accretion rate may decline more rapidly than the
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opacity would be more favorable for long-lived NS rem-
nants.
Studies of Galactic pulsar wind nebulae suggest that

almost all the spin-down power is extracted in the form
of a Poynting flux, and eventually released as non-
thermal nebular emission rather than thermal radiation.
The Poynting-dominated pulsar wind is accelerated to
relativistic speed although its evolution beyond the light
cylinder has been under debate. In this work, follow-
ing Murase et al. (2015) and Omand et al. (2017), we
make the ansatz that microphysical parameters of em-
bryonic pulsar wind nebulae are the same as those of
young pulsar wind nebulae, in which it is assumed that
electrons and positrons are accelerated with a broken
power law with s1 = 1.5 and s2 = 2.5 with a break
Lorentz factor γb = 105. The magnetic energy fraction is
set to ϵB = 0.003 and the rest of the energy (ϵe = 1−ϵB)
is used for the acceleration of electrons and positrons.
In the very early stages of the nebular evolution, non-

thermal emission can be thermalized even inside the neb-
ula (Metzger & Piro 2014; Fang & Metzger 2017). At
late times, given that the pulsar wind is highly relativis-
tic beyond the light cylinder, the pair density quickly
drops, and subsequently the thermalization of non-
thermal photons starts to occur instead in the merger
ejecta. When intra-source electromagnetic cascades do
not occur in the so-called saturated cascade regime, it
is relevant to solve kinetic equations to discuss high-
energy signatures that can escape from the nebula and
ejecta (Murase et al. 2015).
In Figure 5, we show thermal bolometric light curves

of the thermal luminosity, Lth. The ejecta mass and ve-
locity are assumed to be M = 0.02 M⊙ and V = 0.2 c,
respectively. If a long-lived NS exists with Pi ∼ 1 ms,
the energy injection from the pulsar can readily exceed
that from radioactive nuclei unless the magnetic field is
less than ∼ 1010 G. The spin-down time can be much
shorter than the photon breakout time if the magnetic
field is strong enough, in which case the radiation lu-
minosity is not far from that of the radioactive-decay-
powered one. However, the ejecta speed becomes close
to c, which is at least different from the case of GW+EM
170817. The case of B∗ = 5 × 1016 G and Pi = 10 ms,
which is motivated by SGRB extended emission, keeps
the ejecta speed comparable to the original ejecta veloc-
ity and could put an energy injection at early times.
Even if the long-lived pulsar model does not explain
GW+EM 170817, such a long-lived NS remnant could
be born in low-mass NS-NS binaries. Our study here
allows for the possible variety of NS remnants.
In Figure 6, we show spectra of embryonic pulsar

wind nebulae embedded in the merger ejecta. The spec-
tra consist of synchrotron and inverse-Compton com-
ponents, and the latter is dominant in the GeV-TeV
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Figure 5. Thermal bolometric light curves of thermal radi-
ation from a NS-NS merger leading to a long-lived NS. A
possible contribution from the spin-down energy is included.
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Figure 6. High-energy photon spectra of a long-lived pulsar
left as a compact remnant of the NS-NS merger, at t = 106 s
(thick curves) and t = 107 s (thin curves). The distance is
set to d = 40 Mpc.

range (Murase et al. 2015). In the case of B∗ = 1015 G
and Pi = 3 ms, the external inverse-Compton compo-
nent due to up-scattering of thermal photons is promi-
nent, making the broadband spectrum as flat as EFE ∝

const. even beyond E ∼ mec2. Hard X-ray emis-
sion with a very hard spectrum is also expected above
∼ 10− 100 keV. Note that the rotation energy for Pi ∼<
10 ms is Erot ∼> 4× 1051 erg, which can exceed ∼ 5Eej =
(5/2)MV 2 ∼ 4 × 1051 erg (Suzuki & Maeda 2017), so
a wind bubble breakout occurs through Rayleigh-Taylor
instabilities, which allows more X-rays to escape, would
occur. Here Eej is the ejecta kinetic energy. Note that
the gamma-ray attenuation by the extragalactic back-
ground light is not included in this work.
We show the X-ray light curves in Figure 7 and the

radio light curves in Figure 8. Using NuSTAR, with sen-
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Figure 7. X-ray light curves from a long-lived pulsar as a
merger remnant, for E = 3 keV (thick curves) and E =
30 keV (thin curves).

sitivity EFE ∼ 10−14 erg cm−2 s−1, hard X-ray emis-
sion from the embryonic nebula with B∗ = 1015 G and
Pi = 3 ms is detectable up to z ∼ 0.2 − 0.3. The de-
tection prospects are quite sensitive to the spin-down
parameters. We find that radio and sub-mm obser-
vations are more promising, which is consistent with
Murase et al. (2016), who proposed synchrotron nebu-
lar emission as a probe of the connection between fast
radio bursts and pulsar-driven supernovae, including
super-luminous supernovae. High-frequency radio emis-
sion can escape around ∼ 106 − 107 s thanks to the
small ejecta mass, the fast velocity, and the expectation
that the ejecta are largely neutral. In the case where
B∗ = 1015 G and Pi = 3 ms, the sub-mm emission
can be detected up to z ∼ 1.5 by ALMA with sensi-
tivity of ∼ 0.01 mJy. Note that the radio synchrotron
spectrum (which cannot be harder than Fν ∝ ν−0.5) is
Fν ∼ ν−0.8 − ν−0.7 in our cases (see Murase et al. 2016,
for a detailed discussion), and it declines as Fν ∝ t−2.
The long-lived pulsar model can be discriminated from
the BH disk wind model, the merger ejecta shock model,
and the GRB afterglow model, by using the spectral in-
dex and the time evolution.
Finally, we show gamma-ray light curves in Figure 9.

The gamma-ray breakout time obtained by numerical
calculations is consistent with the analytical estimate
given in Equation (6). For Pi ∼ 1 − 3 ms and B∗ ∼

1013 − 1015 G, the GeV gamma-ray flux is estimated to
be EFE ∼ 10−12 − 10−10 erg cm−2 s−1 (d/40 Mpc)−2,
which can be detected by Fermi which has sensitivity
EFE ∼ 10−11 erg cm−2 s−1 in the GeV range. TeV
emission is usually suppressed by the Klein-Nishina ef-
fect, which makes detections more challenging. But such
nebular emission can be much brighter than the for-
ward shock emission by the merger ejecta (Takami et al.
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Figure 8. High-frequency radio light curves from a long-
lived pulsar as a merger remnant, for ν = 100 GHz (thick
curves) and ν = 10 GHz (thin curves).
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Figure 9. Gamma-ray light curves from a long-lived pulsar
as a merger remnant, for E = 1 GeV (thick curves) and
E = 100 GeV (thin curves).

2014). More generally, we conclude that gamma-ray de-
tection of a pulsar remnant is possible when the spin-
down time is sufficiently long, in which case very bright
optical transients will also be present (cf. Figure 5).

2.3. Implications from X-Ray and Radio Observations

of GW+EM 170817

In the previous sections, we have studied non-thermal
emission expected in the post-merger phase. While our
purpose is to provide a general study rather than a spe-
cific study on GW+EM 170817, it would be interesting
to discuss the consequences for this object.
X-ray observations have been reported by vari-

ous authors (Evans et al. 2017; Margutti et al. 2017;
Troja et al. 2017). In particular, Chandra detected weak
X-ray signals with EFE ∼ 5 × 10−15 erg cm−2 s−1, 9 d
and 15 d after the GW and GRB events. The non-

thick E=3 keV thin E=30 keV
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FIG. 1.— This is a great figure.

assume HVC properties generally similar to the CHVC of
Park et al. (2016)

vs = 300 km s−1 MHVC = 105 M⊙ nHVC = 0.15 cm−3, so that
nt = 0.6 cm−3

rHVC ∼ 150pc
D = 20 kpc R = 15 kpc ndisk ∼ 0.15 cm−3 hdisk ∼ 300 pc
This implies τHVC ≃ 1.0× 106 yr, τdisk ≃ 2.0× 106 yr and

τrad,s ≃ 1.2×106 yr,
angular diameter θ ∼ 2rHVC/D ≃ 0.86 deg This is some-

what larger than the RMS angular diameter of 0.52 deg ob-
served by HESS,

3.2. Results
outer galaxy
3FGL point source
radio
X-ray
infrared?
The parent CHVC for this system may no longer be easily

perceivable due to deceleration and disruption after colliding
with the disk.

4. DISCUSSION
low velocity shocks magnetic fields effects of neutral parti-

cles via charge exchange reactions (Ohira 2012; Morlino et al.
2013; Bykov et al. 2014)

Putman et al. (2012) give Ṁacc,HVC ∼ 0.1 − 0.4 M⊙ yr−1, in-
cluding the ionized gas seen in Hα, but excluding the MS
on the grounds that it may not reach the disk within ∼1
Gyr. Estimating the contribution of ionized gas detected
via metal lines, Lehner & Howk (2011) derive Ṁacc,HVC ∼
0.45 − 1.40 M⊙ yr−1, which would meet the required Ṁacc,SF.

Finally, accounting for the potentially dominant MS contri-
bution, Richter (2012, 2016) give Ṁacc,HVC ∼ 0.7 M⊙ yr−1 in
HI alone, and a total including ionized gas of Ṁacc,HVC !
5 M⊙ yr−1, more than sufficient for Ṁacc,SF. However, note
that the MS contribution may be transient, lasting only for
0.5-1 Gyr (Fox et al. 2014).

HVCs of the Leading Arm is known to be interacting with
the disk in the outer Galaxy (McClure-Griffiths et al. 2008)

diagnostic to distinguish from more conventional possibili-
ties like PWNe or SNRs

radio X-ray electron acceleration measure magnetic fields
to confirm sufficient to reach maximum energy

neutrinos
distinguish from more conventional possibilities 1. energet-

ics 2. non-shell morphology 3. sometimes soft X emission,
IR lines? 4. locations uncorrelated with SF region interarm,
even outside stellar disk 5. correlated with extraplanar HI?

no star formation however induced (Franco et al. 1988;
Izumi et al. 2014)

outer galaxy Note that the 3 FVWs found to be associated
with HVCs by Kang & Koo (2007) all lie at sky positions
toward the outer Galaxy.

GeV Fermi TeV HAWC
external galaxies?
outer galaxy CRs Fermi-LAT diffuse emission
inhomogeneous, transient CR enhancement? low-level dif-

fuse outer disk emission?
HI emission faint diffuse not easy confusion
T n R v, M distribution
illuminating the interface of cold accretion
intergalactic filament cosmic web satellite gas

5. CONCLUSIONS AND OUTLOOK
early epochs, for example production of light elements

(Suzuki & Inoue 2002)

Re j = ve jt

τ =
κMe j

4πR2
e j

= 2×103 κ

10cm2/g
Me j

0.01M⊙

( ve j

0.3c
t

104s

)−2
(14)
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5 M⊙ yr−1, more than sufficient for Ṁacc,SF. However, note
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HI alone, and a total including ionized gas of Ṁacc,HVC !
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X-ray reflection spectra
accretion disks in X-ray binaries, AGN
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NS merger ejecta

with the sensitivity of X-ray observations. In Section 3, we
present the model of a macronova powered by the plateau
activity, which explains the observations of GRB 130603B.
Finally, we present discussions in Section 4.

2. SCATTERED X-RAY EMISSION

Figure 1 shows a schematic picture for the scattering of the
emission from the jet (the thick arrow). A significant fraction of
photons that are emitted with angle j2R relative to the jet axis
could be scattered at a large angle by the surrounding ejecta if
the optical depth for the Thomson scattering is larger than
unity, n r 1TU T_ � , where n is the electron number density
and TT is the Thomson cross section. Using the assumption of
homologous expansion for the ejecta (Hotokezaka et al. 2013),
the radius of the ejecta r is described by the velocity v and the
time since the merger t as r vt_ . The number density10 is
described by n M Am v tej p

3 3( ¯ )_ , where Ā is the average mass
number of the nuclei in the ejecta and mp is the proton mass. If
the ejecta mainly consist of the r-process elements, we have
A 100¯ _ (e.g., Lattimer & Schramm 1974). Then a typical
value of the optical depth is
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where c is the speed of the light. Therefore, the surrounding
ejecta are optically thick to the Thomson scattering during the
plateau activity timescale (∼104 s).

Another condition to scatter a significant fraction of the
plateau emission is that the radius of the plateau emission
region is smaller than that of the expanding ejecta (Figure 1).
Since the typical velocity of the ejecta is v c0.1_ , the radius

of the ejecta is described by
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On the other hand, the radius of the plateau emission region is
estimated as

r c t
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where Γ is the bulk Lorentz factor of the emitter and t% is the
flux variability timescale. Both Γ and t% have some range for
each event, so that the emission continues over
r 10 10plateau

11 14–_ cm in an approximately logarithmic way.
Since the Lorentz factor is low, 10( _ , inside the jet due to
the cocoon confinement (Nagakura et al. 2014) and thus the
relativistic beaming angle is larger than the jet opening angle
1 j2 R( , most emission from the jet can reach the boundary
between the jet and the ejecta as shown in Figure 1. In addition,
the range of rplateau covers the sweet spot for the scattering,
r r 3 10 cmplateau

12_ ( _ q . Therefore, the observers with a
large viewing angle ( j2R ) with respect to the jet axis would
detect the scattered X-ray photons of the plateau emission.
We parameterize the scattered luminosity of the plateau

emission L rf using a parameter ò as

L L , 4rf iso,pl ( )�_

where L iso,pl is the observed isotropic luminosity of the plateau
emission. We first consider the isotropically scattered compo-
nent whose energy is comparable to that before the scattering.
Then, the luminosity of the scattered component is
L L L2 5 10 0.1rf j

2
pl

3
j

2
pl[( )] ( )R R_ _ q � . Taking account

of the widespread region of the emission, we use 10 3� � � as a
fiducial case. Some geometrical models suggest

3 10 3 105 4� _ q � q� � in the case of r r 0.1plateau �
(e.g., Equation (3) in Eichler & Levinson 1999), which is a
bit smaller than the fiducial value. Note that the light crossing
time of the emission region, r c 100jR _ s, is smaller than the
plateau duration so that the luminosity is not reduced by the
time stretch due to the light crossing.
In Figure 2, we plot the light curves of the plateau emission

(the black dashed curve) and the scattered component with
10 3� � � (the red solid curve). A black dashed curve is the

model light curve (Equation (12) in Kisaka & Ioka 2015) with
the luminosity L 8 10iso,pl

46� q erg s−1 and duration
t 8.5 10inj

3� q s. We also plot the flux (0.3–10 keV) of the
plateau emission11 assuming that a GRB 130603B–like event
occurs at the distance of 100Mpc (red crosses). The photon
index of the plateau emission is about 2_� so that the flux of
the plateau emission does not strongly depend on the energy
range. To see the detectability, we also plot the sensitivities of
some soft X-ray detectors (blue dotted lines).
As shown in Figure 2, the flux of the scattered component

with ò∼ 10−3 at 100Mpc is comparable to the flux sensitivity
limit of the ISS-Lobster/WTI with integration time 450 s
(Camp et al. 2013) and the Einstein Probe/WXT with
integration time 1000 s (Yuan et al. 2015). ISS-Lobster/WTI
and Einstein Probe/WXT can cover a wide field of 900 and

Figure 1. Schematic picture for the scattering of plateau emission and the
engine-powered macronova. X-ray photons emitted from the inside of the jet
(light blue region) are scattered by the optically thick ejecta (thick arrow). The
gray region is effectively thin, and the red region is effectively thick.

10 Typically, the nuclei are weakly ionized. 11 http://www.swift.ac.uk/index.php
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まとめ�
I. 遠方宇宙
��high-z GRB：伸び悩み？（期待外れ？）
��宇宙再電離：
    �以前ほど派手なことは起こっていないかも
�� �が、まもなく手が届くところに？
�� �後の銀河の進化、宇宙のバリオン・DM分布などの
�������理解にとっても重要
�� �クエーサーの寄与再考の価値あり
��ガンマ線吸収も

II. 元素の起源
��NS mergerにおけるr-processのX線診断
��macro/kilonovaより直接的検証、モデル判定の可能性
��より詳細な検討中


