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LIGO-Livingston, and Virgo data respectively, making it
the loudest gravitational-wave signal so far detected. Two
matched-filter binary-coalescence searches targeting
sources with total mass between 2 and 500 M⊙ in the
detector frame were used to estimate the significance of this
event [9,12,30,32,73,81–83,86,87,91–97]. The searches
analyzed 5.9 days of LIGO data between August 13,
2017 02∶00 UTC and August 21, 2017 01∶05 UTC.
Events are assigned a detection-statistic value that ranks
their probability of being a gravitational-wave signal. Each
search uses a different method to compute this statistic and
measure the search background—the rate at which detector
noise produces events with a detection-statistic value equal
to or higher than the candidate event.
GW170817 was identified as the most significant event

in the 5.9 days of data, with an estimated false alarm rate of
one in 1.1 × 106 years with one search [81,83], and a
consistent bound of less than one in 8.0 × 104 years for the
other [73,86,87]. The second most significant signal in this
analysis of 5.9 days of data is GW170814, which has a
combined SNR of 18.3 [29]. Virgo data were not used in
these significance estimates, but were used in the sky
localization of the source and inference of the source
properties.

IV. SOURCE PROPERTIES

General relativity makes detailed predictions for the
inspiral and coalescence of two compact objects, which

may be neutron stars or black holes. At early times, for low
orbital and gravitational-wave frequencies, the chirplike
time evolution of the frequency is determined primarily by
a specific combination of the component masses m1 and
m2, the chirp mass M ¼ ðm1m2Þ3=5ðm1 þm2Þ−1=5. As the
orbit shrinks and the gravitational-wave frequency grows
rapidly, the gravitational-wave phase is increasingly influ-
enced by relativistic effects related to the mass ratio
q ¼ m2=m1, where m1 ≥ m2, as well as spin-orbit and
spin-spin couplings [98].
The details of the objects’ internal structure become

important as the orbital separation approaches the size of
the bodies. For neutron stars, the tidal field of the
companion induces a mass-quadrupole moment [99,100]
and accelerates the coalescence [101]. The ratio of the
induced quadrupole moment to the external tidal field is
proportional to the tidal deformability (or polarizability)
Λ ¼ ð2=3Þk2½ðc2=GÞðR=mÞ&5, where k2 is the second Love
number and R is the stellar radius. Both R and k2 are fixed
for a given stellar massm by the equation of state (EOS) for
neutron-star matter, with k2 ≃ 0.05–0.15 for realistic neu-
tron stars [102–104]. Black holes are expected to have
k2 ¼ 0 [99,105–109], so this effect would be absent.
As the gravitational-wave frequency increases, tidal

effects in binary neutron stars increasingly affect the phase
and become significant above fGW ≃ 600 Hz, so they are
potentially observable [103,110–116]. Tidal deformabil-
ities correlate with masses and spins, and our measurements
are sensitive to the accuracy with which we describe
the point-mass, spin, and tidal dynamics [113,117–119].
The point-mass dynamics has been calculated within the
post-Newtonian framework [34,36,37], effective-one-body
formalism [10,120–125], and with a phenomenological
approach [126–131]. Results presented here are obtained
using a frequency domain post-Newtonian waveform
model [30] that includes dynamical effects from tidal
interactions [132], point-mass spin-spin interactions
[34,37,133,134], and couplings between the orbital angular
momentum and the orbit-aligned dimensionless spin com-
ponents of the stars χz [92].
The properties of gravitational-wave sources are inferred

by matching the data with predicted waveforms. We
perform a Bayesian analysis in the frequency range
30–2048 Hz that includes the effects of the 1σ calibration
uncertainties on the received signal [135,136] (< 7% in
amplitude and 3° in phase for the LIGO detectors [137] and
10% and 10° for Virgo at the time of the event). Unless
otherwise specified, bounds on the properties of
GW170817 presented in the text and in Table I are 90%
posterior probability intervals that enclose systematic
differences from currently available waveform models.
To ensure that the applied glitch mitigation procedure

previously discussed in Sec. II (see Fig. 2) did not bias the
estimated parameters, we added simulated signals with
known parameters to data that contained glitches analogous
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FIG. 3. Sky location reconstructed for GW170817 by a rapid
localization algorithm from a Hanford-Livingston (190 deg2,
light blue contours) and Hanford-Livingston-Virgo (31 deg2,
dark blue contours) analysis. A higher latency Hanford-Living-
ston-Virgo analysis improved the localization (28 deg2, green
contours). In the top-right inset panel, the reticle marks the
position of the apparent host galaxy NGC 4993. The bottom-right
panel shows the a posteriori luminosity distance distribution
from the three gravitational-wave localization analyses. The
distance of NGC 4993, assuming the redshift from the NASA/
IPAC Extragalactic Database [89] and standard cosmological
parameters [90], is shown with a vertical line.
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2017). The ejecta dominantly consist of r-process elements

(e.g., Lattimer & Schramm 1974; Eichler et al. 1989; Korobkin

et al. 2012; Wanajo et al. 2014), and thus the decay of radioac-

tive isotopes produced by the r-process nucleosynthesis heats

up and brightens the ejecta. The EM-bright object is called

“kilonova” or “macronova” (Li & Paczyński 1998; Kulkarni

2005; Metzger et al. 2010), and regarded as a promising EM

counterpart of a GW (Kasen et al. 2013; Barnes & Kasen

2013; Tanaka & Hotokezaka 2013; Metzger & Fernández 2014;

Tanaka et al. 2014; Kasen et al. 2015). Also, the central engine

of a short gamma-ray burst, which is believed to originate from

a binary neutron star coalescence, is a possible energy source

of EM counterparts through its jet and gamma/X-ray emission

(e.g., Kisaka et al. 2016).

On Aug 17, 2017, 12:41:04 GMT, Advanced LIGO and

Advanced Virgo detected a GW candidate from a binary NS

coalescence, being coincident with a gamma-ray detection with

Fermi/GBM (The LIGO Scientific Collaboration & the Virgo

Collaboration 2017a; The LIGO Scientific Collaboration & the

Virgo Collaboration 2017b). The sky localization with the

three detectors is as narrow as 28 deg2 for a 90% credible re-

gion centered at R.A.= 13h08m, decl.=−22◦30′ (J2000.0)

(Abbott et al. 2017c). And the localization is overlapped with

the error regions of gamma-ray detection with Fermi/GBM and

INTEGRAL (Connaughton et al. 2017; Savchenko et al. 2017a;

Savchenko et al. 2017b). The GW observation reveals the lu-

minosity distance to the GW source, named GW170817, as

40+8
−14 Mpc (90% probability) (Abbott et al. 2017c). Although

GW170817 appeared at the position close to the Sun, the first

significant alert of a binary NS coalescence and the narrow

sky localization area initiate many EM follow-up observations

(The LIGO Scientific Collaboration & the Virgo Collaboration

2017c).

Along with the EM follow-up observation campaign of

GW170817, the Japanese collaboration for Gravitational wave

ElectroMagnetic follow-up (J-GEM) performed a survey with

Hyper Suprime-Cam (HSC, Miyazaki et al. 2012), which is

a wide-field imager installed on the prime focus of the 8.2m

Subaru telescope. Its FoV of 1.77 deg2 is largest among the

currently existing 8-10 m telescopes, and thus it is the most

efficient instrument for the optical survey. In this paper, we

summarize the observation with Subaru/HSC and properties of

discovered candidates. Throughout the paper, we correct the

Galactic reddening (Schlafly & Finkbeiner 2011)1, and all the

magnitudes are given as AB magnitudes.

2 Observation and data analysis

We started HSC observation from Aug 18.23, 2017 (UT), cor-

responding to 0.7 days after the GW detection, and also per-

1 http://irsa.ipac.caltech.edu/applications/DUST/

Table 1. Subaru/HSC pointings.

Pointing R.A. decl.

(ID) (J2000) (J2000)

04 13h07m25s −26◦36′51′′

05 13h10m14s −27◦17′02′′

06 13h13m03s −27◦57′27′′

07 13h15m51s −28◦38′07′′

08 13h18m40s −29◦19′02′′

09 13h21m29s −30◦00′15′′

10 13h04m36s −24◦37′42′′

11 13h07m25s −25◦17′12′′

12 13h10m14s −25◦56′55′′

13 13h13m03s −26◦36′51′′

14 13h01m48s −22◦40′26′′

15 13h15m51s −27◦17′02′′

16 13h18m40s −27◦57′27′′

17 13h04m36s −23◦19′20′′

18 13h07m25s −23◦58′25′′

19 12h58m59s −20◦44′47′′

20 13h10m14s −24◦37′43′′

22 13h13m03s −25◦17′12′′

23 13h15m51s −25◦56′55′′

24 12h56m10s −18◦50′37′′

25 13h04m36s −22◦01′43′′

26 13h07m25s −22◦40′26′′

28 13h10m14s −23◦19′20′′

29 13h01m48s −20◦06′35′′

30o 30o

300o 300o

Fig. 1. Pointing map for GW170817 overlaid on the probability map

(LALInference v2.fits.gz; Abbott et al. 2017c). The white contour represents

the 90% credible region. Circles represent the field-of-view of HSC, chang-

ing their face color with an order of observation. Observations have been

carried out from darker color to lighter color. The dashed curves represent

the Galactic graticules.
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Fig. 5. Flowchart of the candidate screening process. The number in each

box represents the number of remaining sources after each screening.

of artificial sources. The median of 5σ limiting magnitude is

roughly comparable to the 70% completeness magnitude.

As the detected sources include many bogus detection, can-

didate selection is performed as done in Utsumi et al. (2017a).

Criteria for the detection in a single difference image are (1)

|(S/N)PSF|> 5, (2) (b/a)/(b/a)PSF > 0.65 where a and b are

the lengths of the major and minor axes of a shape of a source,

respectively, (3) 0.7 < FWHM/(FWHM)
PSF

< 1.3, and (4)

PSF-subtracted residual < 3σ. These criteria confirm a high

confidence level of detection and a stellar-like shape of a source.

Further, we impose the sources to be detected in both of the dif-

ference images on Aug 18 and 19, and find 1551 sources. We

also evaluate the completeness of this candidate selection with

the artificial point sources (solid lines in Figure 4). The can-

didate selection makes the 50% completeness magnitudes shal-

lower by 0.7− 0.8 mag. The completeness of the two-epoch

detection is comparable to that on Aug 19 because the obser-

vation on Aug 19 is shallower than that on Aug 18. The 50%

completeness magnitude for two-epoch detection is 20.6 mag.

The two-epoch detection is only possible for the fields with

the archival PS1 images and the HSC images on both of Aug 18

and 19. The resultant area for the transient search is 23.6 deg2

corresponding to the 56.6% credible region of GW170817.

3 Transient search and characteristics

3.1 Source screening

Since the 1551 sources include sources unrelated to

GW170817, we need to screen them in order to pick up

candidates that may be related to GW170817. We adopt a

procedure shown in the flowchart (Figure 5).

First of all, the flux of optical counterpart of GW170817

Fig. 6. Example of sources excluded by the visual inspection: (Top) high

proper motion stars and (bottom) bogus detection at the center of the ex-

tended objects. The lengths of ticks are 2 arcsec and the figure size is

20× 20 arcsec2 .

needs not to be negative on Aug 18 and 19. We exclude sources

having significantly negative fluxes (< −3σ) on Aug 18 or 19.

We also rule out sources associated with stellar-like objects in

the PS1 catalog (Magnier et al. 2016b; Flewelling et al. 2016)3

with a separation of < 1.0 arcsec. Here we adopt the larger sep-

aration, similar to the typical seeing size, than the astrometric

error in order to remove bogus detection that frequently appears

around a bright star. According to the number density of stellar-

like objects in the PS1 catalog, this exclusion reduces only 0.2%

of the survey fields. After these screening, 384 sources remain.

While 322 sources are located at the center of extended objects

in the PS1 catalog, 62 sources have separations with > 1.0 arc-

sec to any objects in the PS1 catalog.

We further exclude sources associated with PS1 objects

that is firmly located outside of the 3D skymap derived from

the GW observations (LALInference v2.fits.gz; Abbott et al.

2017c), adopting the GLADE v2 catalog and NASA/IPAC

Extragalactic Database (NED)4. While we primarily employ the

distance in the GLADE catalog, we replace it with the redshift-

independent distance in NED if the associated PS1 objects or

one of a galaxy pair containing the associated PS1 objects

have information (Tully 1988; Willick et al. 1997; Freedman

et al. 2001; Theureau et al. 2007; Sorce et al. 2014; Springob

et al. 2014), and with the redshift-dependent distance in NED

(Mould et al. 2000) if no distance information is available in the

3 https://panstarrs.stsci.edu/
4 https://ned.ipac.caltech.edu/

Tominaga,	MT	et	al.	2017,		
PASJ,	arXiv:1710.05865

Remaining	59	objects	
(58	center,	1	offset)

That	of	NGC4993	
=		0.64
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Fig. 7. Stacked and difference z-band images of J-GEM17btc (a.k.a. SSS17a/DLT17ck) associated with NGC 4993 located in the 3D skymap of GW170817.

The archival HST ACS image is also shown. The lengths of ticks are 11 arcsec and the figure size is 56× 56 arcsec2 .

GLADE catalog. We search for possibly associated galaxies in

the GLADE catalog or NED with a separation of < 2.0 arc-

sec for the 322 sources at the center of extended PS1 objects,

which is smaller than the criteria to identify duplicate galaxies

in the GLADE catalog (3.6 arcsec), and with a separation of

< 15.0 arcsec for the 62 off-center sources, which corresponds

to a separation of < 3 kpc at a distance of 40 Mpc. If the 3D

probability of GW170817 occurrence at the location and dis-

tance of the associated PS1 object with a HEALPix 3D grid

with resolution of NSIDE=1024 is less than 10−3 of the maxi-

mum probability, the source is ruled out. This screening reduces

the number of sources to 224 sources at the center of extended

PS1 objects and 59 off-center sources.

There is only one source (J-GEM17btc) associated with a

PS1 object that is located in the 3D skymap. The detail of J-

GEM17btc is described in the next subsection. On the other

hand, the other 282 sources do not have distance measurement

in the GLADE catalog or NED. After the catalog matching, four

of the authors remove bogus and high proper motion stars by

visual inspection (Figure 6). The number of final candidates,

that may be related to GW170817, is 60 (Table 5). We note that

58 candidates are located at the center of extended PS1 objects

and that some of them could be active galactic nuclei (AGN) or

indistinguishable residuals resulting from different instrumental

signatures between PS1 and HSC, but we conservatively hold

them as candidates.

Fig. 8. Stacked and difference z-band images of an off-center candidate J-

GEM17bog. The archival PS1 i-band image is also shown. The lengths of

ticks are 2 arcsec and the figure size is 20× 20 arcsec2 .

3.2 Properties of candidates

We investigate properties of remaining 60 candidates.

Figure 7 shows the candidate with the associated PS1 object

within the 3D skymap of GW170817. J-GEM17btc is located at

R.A.= 13h09m48.s07, decl.=−23◦22′53.′′4 (J2000.0), which

is SSS17a/DLT17ck reported by Coulter et al. (2017a); Coulter

et al. (2017b); Valenti et al. (2017). The nearest ob-

ject in the PS1 catalog is PSO J130947.744-232257.366 at

R.A.= 13h09m47.s74, decl.=−23◦22′57.′′4 (J2000.0) with a

Probability	to	be		
inside	of	3D	map	

=		9.3	x	10-5
(Faint	end	of	luminosity	func=on)
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Dynamical	ejecta	(~<	10	ms)

-	Mej	~	10-3	-	10-2	Msun	
-	v	~	0.1-0.2	c	
-	wide	Ye

5

FIG. 2. Profiles of the electron number per baryon, Ye, (left in each panel) and the specific entropy, s, (right in each panel)
in x-y (lower in each panel) and x-z (upper in each panel) planes. The top three panels show the results for SFHo-135-135h
(left), SFHo-130-140h (middle), and SFHo-125-145h (right) at ⇡ 13ms after the onset of the merger. The lower three panels
show the results for DD2-135-135h (left), DD2-130-140h (middle), and DD2-125-145h (right) at ⇡ 10ms after the onset of the
merger.

binaries, the typical ejecta mass would approach 10�2M�
irrespective of the EOS employed. We note that the total
ejecta mass depends only weakly on the grid resolution
as listed in Table I.

As shown in Fig. 1, the ejecta mass increases with time
for the first ⇠ 10ms after the onset of the merger. This is
in particular observed for the SFHo models with q & 0.9
and all the DD2 models. This indicates that we have to
follow the ejecta motion at least for ⇡ 10ms after the
onset of the merger. In a recent simulation of Ref. [13],

they estimated the properties of the ejecta at . 5ms after
the onset of the merger, perhaps because of their small
computational domain employed (L = 750 km). How-
ever, the ejecta mass would still increase with time in
such an early phase. This could be one of the reasons
that our results for the ejecta mass are much larger than
theirs. Figure 1 also shows that the average of Ye still
significantly varies with time for the first ⇠ 5ms after
the onset of the merger. This also shows that it would
be necessary to determine the properties of the ejecta at

Sekiguchi+16

Top	view

Side	view

Rosswog+99,	Lee+07,	Goriely+11,	  
Hotokezaka+13,	Bauswein+13,	Radice+16…
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FIG. 2. Snapshots of electron fraction, normalized electron
chemical potential, and contours of rest-mass density ⇢ =
[107, 108, 109, 1010, 1011] g cm�3 at t = 43ms, when the disk
has fully self-regulated itself to mild electron degeneracy. The
interior of the BH horizon is masked (black).

imbalance: in regions of lower density, viscous heating
from MHD driven turbulence and energy release from
recombination of free nucleons into alpha particles ex-
ceeds cooling by neutrino emission, and the weak in-
teractions essentially ‘freeze-out’ (although further mix-
ing can still change Ye). In the polar funnel these out-
flows possess high-Ye (> 0.2) and high specific-entropy
(s & 100 kB/b), while the denser equatorially-directed
outflows have lower specific entropy (⇠ 10 kB/b) and
lower Ye.

Thermodynamic properties of the outflow are recorded
by 104 passive tracer particles that are advected with the
fluid. We place these tracer particles of equal mass in
the initial setup with a probability proportional to the
conserved rest-mass density D =

p
�⇢W , where � is the

determinant of the spatial metric, and W the Lorentz
factor; particles accreted onto the BH or ejected from
the disk during the early transient phase (t < 20ms) are
discarded from all further analysis.

Tab. II and Fig. 3 characterize the outflow properties
relevant to the r-process, including Ye, s, and the expan-
sion timescale texp = r/v, where v denotes the three-
velocity (e.g., [70]). These quantities are evaluated for
each tracer particle at the last time t = t5GK when the
temperature of the particle drops below 5GK. At 5GK,
NSE breaks down and full nuclear reaction network calcu-

lations are required to track nuclear abundances. We dis-
tinguish between the total outflow, defined as all tracer
particles that have reached r � 103 km by the end of
the simulation, and unbound outflow, defined as those
tracer particles that are additionally unbound according
to the Bernoulli criterion �hut > 1, where ut is the time-
component of the four-velocity.
By the end of the simulation, ⇡ (16� 23)% of the ini-

tial disk mass has been ejected into unbound outflows
with v ⇡ (0.03 � 0.1)c. With the disk still launch-
ing outflows by the end of the simulation, our GRMHD
setup potentially unbinds significantly more mass com-
pared to two-dimensional, non-MHD, Newtonian simu-
lations with similar disk parameters (Tab. II; [30, 31]).
There is an overall trend of higher Ye and specific en-
tropy, and smaller texp in polar versus equatorial out-
flows consistent with [30], while we find a factor ⇠ 20
higher overall mass in polar outflows. Our Ye distribu-
tion shows a smaller mean and does not extend as high
as in [30, 31]. This may indicate that neutrino absorp-
tion (not included here) plays a dominant role in setting
the high Ye tail of the distribution. Alternatively, previ-
ously employed pseudo-Newtonian potentials and ↵-disks
may not accurately capture the heating/cooling interplay
which controls the evolution of Ye.
Full nuclear reaction network calculations with SkyNet

[70] were performed in a post-processing step on the in-
dividual tracer particles, starting at t = t5GK. Figure 4
shows that the solar abundances [36] are well reproduced
throughout the mass number (A) range from the 2nd r-
process peak (A ⇠ 130) to the rare-earth peak (A ⇠ 165)
to the 3rd r-process peak (A ⇠ 195). There is also excel-
lent agreement with observed abundances in metal-poor
stars [37–39]. We find an overproduction at A = 132
as observed in [32, 33]. Below the 2nd r-process peak,
we recover the trends of the observed solar abundance
pattern, but overall underproduce these nuclei, which is
consistent with the absence of a significant high-Ye tail
extending to >0.25 (Fig. 3).
Conclusion.—We have shown that neutrino-cooled ac-

cretion disks in 3D GRMHD quickly self-regulate them-
selves into a state of moderate electron degeneracy (low
Ye) where heating from MRI-driven turbulence is bal-
anced by neutrino cooling. The outflows launched self-
consistently as a result of this state tend to unbind more
mass with a lower average Ye than previous axisymmet-
ric Newtonian simulations employing an ↵-viscosity. The
nucleosynthesis yields show that these outflows are suf-
ficiently neutron rich to trigger a strong r-process and
are well able to reproduce observed solar abundances
and observed r-process abundances in metal poor stars
from the 2nd to the 3rd r-process peak. Significant con-
tributions to abundances below the 2nd r-process peak,
which the present simulations underproduce, can come
from BNS mergers leading to an accretion disk around
a metastable hot neutron star, which, due to its strong

Siegel+17

Side	view

Post-merger	ejecta	(~<	100	ms)

-	Mej	>~	10-3	Msun	
-	v	~	0.05	c	
-	can	be	higher	Ye
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L	~	1040-1041	erg	s-1	

t	~	weeks	
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FIG. 3: Expected observed spectra of the NS-NS merger
model APR4-1215 (Mej = 0.01M⊙) compared with the spec-
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emission. The red color is more clearly shown in Figure 3,
where the spectral evolution of the NS-NS merger model
is compared with the spectra of a Type Ia SN and a
broad-line Type Ic SN. In fact, the peak of the spectrum
is located at near-IR wavelengths [71, 79, 80].

Because of the extremely high expansion velocities,
NS-NS mergers show feature-less spectra (Figure 3). This
is a big contrast to the spectra of SNe (black and gray
lines), where Doppler-shifted absorption lines of strong
features can be identified. Even broad-line Type Ic
SN 1998bw (associated with long-duration GRB 980425)
show some absorption features although many lines are
blended. Since the high expansion velocity is a robust
outcome of dynamical ejecta from compact binary merg-
ers, the confirmation of the smooth spectrum will be a
key to conclusively identify the GW sources.

The current wavelength-dependent radiative transfer
simulations assume the uniform element abundances.
However, recent numerical simulations with neutrino
transport show that the element abundances in the ejecta
becomes non-uniform [55, 86, 89, 90]. Because of the
high temperature and neutrino absorption, the polar re-
gion can have higher electron fractions (Ye or number of
protons per nucleon), resulting in a wide distribution of
Ye in the ejecta. Interestingly the wide distribution of
Ye is preferable for reproducing the solar r-process abun-
dance ratios [55, 57]. This effect can have a big impact
on the kilonova emission: if the synthesis of lanthanide
elements is suppressed in the polar direction, the opacity
there can be smaller, and thus, the emission to the polar
direction can be more luminous with an earlier peak.

C. BH-NS mergers

Mergers of BH and NS are also important targets for
GW detection (see [98] for a review). Although the event
rate is rather uncertain [10], the number of events can
be comparable to that of NS-NS mergers thanks to the
stronger GW signals and thus larger horizon distances.
BH-NS mergers in various conditions have been exten-
sively studied by numerical simulations (e.g., [99–103]).
In particular, for a low BH/NS mass ratio (or small BH
mass) and a high BH spin, ejecta mass of BH-NS mergers
can be larger than that of NS-NS mergers [73, 104–109].
Since the tidal disruption is the dominant mechanism of
the mass ejection, a larger NS radius (or stiff EOS) gives
a higher ejecta mass, which is opposite to the situation
in NS-NS mergers, where shock-driven ejecta dominates.

Radiative transfer simulations in BH-NS merger ejecta
show that kilonova emission from BH-NS mergers can
be more luminous in optical wavelengths than that from
NS-NS mergers [72]. The blues line in Figure 2 show the
light curve of a BH-NS merger model (APR4Q3a75 from
Kyutoku et al. 2013 [73]), a merger of a 1.35 M⊙ NS and
a 4.05 M⊙ BH with a spin parameter of a = 0.75. The
mass of ejecta is Mej = 0.01M⊙. Since BH-NS merger
ejecta are highly anisotropic and confined to a small solid
angle, the temperature of the ejecta can be higher for a
given mass of the ejecta, and thus, the emission tends to
be bluer than in NS-NS mergers. Therefore, even if the
bolometric luminosity is similar, the optical luminosity
of BH-NS mergers can be higher than that of NS-NS
mergers.

It is emphasized that the mass ejection from BH-NS
mergers has a much larger diversity compared with NS-
NS mergers, depending on the mass ratio, the BH spin,
and its orientation. As a result, the expected brightness
also has a large diversity. See Kawaguchi et al. (2016)
[110] for the expected kilonova brightness for a wide pa-
rameter space.

D. Wind components

After the merger of two NSs, a hypermassive NS is
formed at the center, and it subsequently collapses to a
BH. During this process, accretion disk surrounding the
central remnant is formed. A BH-accretion disk system
is also formed in BH-NS mergers. From such accretion-
disk systems, an outflow or disk “wind” can be driven
by neutrino heating, viscous heating, or nuclear recom-
bination [57, 111–117]. A typical velocity of the wind is
v = 10, 000 − 20, 000 km s−1, slower than the precedent
dynamical ejecta. Although the ejecta mass largely de-
pends on the ejection mechanism, a typical mass is likely
an order of Mej = 0.01M⊙ or even larger.

This wind component is another important source
of kilonova emission [112, 113, 118–120]. The emis-
sion properties depend on the element composition in
the ejecta. In particular, if a high electron fraction
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is a typical value at a few days after the merger (Barnes
et al. 2016; Rosswog et al. 2017).
We found that the opacity of Lanthanide-rich ejecta

(Ye = 0.10− 0.40) is approximated as about 10 cm2 g−1

as previously known, while that of Lanthanide-free ejecta
(Ye = 0.30) is about 0.5 cm2g−1. This is derived by the
comparison between multi-wavelength transfer simula-
tions with gray transfer simulations. As shown in Figure

6, the bolometric light curve of Lanthanide-rich ejecta
is reproduced by the simulation with a gray opacity of
κ = 10 cm2 g−1 while that of Lanthanide-free ejecta is
reproduced by κ = 0.5 cm2 g−1.
Small fraction of Lanthanide elements significantly af-

fects the opacity as discussed in Section 3 (see Fig-
ure 5). The bolometric light curve with the ejecta of
Ye = 0.25 is similar to the results with gray opacity of
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(power-law density profile with Mej = 0.01M⊙ and vch = 0.05c)
with the element abundances of Ye = 0.30 and 0.25, respectively.

which peaks in near infrared at t = 1− 20 days. On the
other hand, the post-merger ejecta model with Ye = 0.3
has a peak in optical at t ∼< 5 days. As a result, the
post-merger ejecta model with Ye = 0.3 is much brighter
than the dynamical ejecta model in optical, especially in
u, g, and r bands.
The properties of the light curves of the post-merger

ejecta model with Ye = 0.25 are in between the other
two models, as expected from the intermediate opacities.
Therefore, this model has hybrid properties; the optical
brightness is higher than that of dynamical ejecta model
and the near-infrared brightness is not as faint as that of
the post-merger ejecta with Ye = 0.3 (Figure 9).
Our results confirm the presence of “blue kilo-

nova” that was previously suggested based on the
use of iron opacity for the light r-process elements
(Metzger & Fernández 2014; Kasen et al. 2015). For
0.01 M⊙ of Lanthanide-free (Ye = 0.3) ejecta, the optical
brightness reaches the absolute magnitude of M = −14
mag in g and r bands within a few days after the merger.
This corresponds to 21.0 mag and 22.5 mag at 100 Mpc
and 200 Mpc, respectively. Thanks to the relatively blue
color, this emission is detectable with 1m-class and 2m-
class telescopes, respectively.
It should be noted that the observability of blue kilo-

nova from Lanthanide-free post-merger ejecta depends
on the properties of preceding dynamical ejecta as dis-
cussed in Kasen et al. (2015). If Lanthanide-rich dy-
namical ejecta are present in all the direction, the blue
kilonova emission is likely to be absorbed. However,

recent relativistic simulations with neutrino interaction
show that dynamical ejecta can have relatively high Ye
near the polar regions (see, e.g., Sekiguchi et al. 2015;
Radice et al. 2016; Foucart et al. 2016). In such case,
the blue emission from the post-merger ejecta can be
observable from the polar direction without being ab-
sorbed. To test this hypothesis, it is necessary to con-
sistently model the dynamical and post-merger ejecta.
It is also noted that our simulations cannot predict the
emission within ∼ 1 day after the merger due to lack of
the atomic data of more ionized elements. Emission at
such early times can peak at optical or even ultraviolet
wavelengths (Metzger et al. 2015; Gottlieb et al. 2017),
and therefore, it will also be a good target for follow-up
observations especially with small telescopes.

5. SUMMARY

We have newly performed atomic structure calcula-
tions for Se (Z = 34), Ru (Z = 44), Te (Z = 52), Ba
(Z = 56), Nd (Z = 60), and Er (Z = 68) to construct
the atomic data for a wide range of r-process elements.
By using two different atomic codes, we confirmed that
the atomic structure calculations gave uncertainties in
opacities by only a factor of up to about 2. We found
that the opacities from the bound-bound transitions of
open f-shell elements were the highest from ultraviolet to
near-infrared wavelengths, while those of open s-shell, d-
shell, and p-shell elements were lower and concentrated
in ultraviolet and optical wavelengths.
Using our new atomic data, we performed multi-

wavelength radiative transfer simulations to predict a
possible variety of kilonova emission. We found that,
even for the same ejecta mass, the optical brightness
varied by > 2 mag depending on the distribution of
elemental abundances. If the blue emission from the
post-merger, Lanthanide-free ejecta with 0.01 M⊙ is ob-
servable without being absorbed by preceding dynamical
ejecta, the brightness will reach the absolute magnitude
of M = −14 mag in g and r bands within a few days
after the merger. This corresponds to 21.0 mag and 22.5
mag at 100 Mpc and 200 Mpc, which is detectable with
1m-class and 2m-class telescopes, respectively.
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is a typical value at a few days after the merger (Barnes
et al. 2016; Rosswog et al. 2017).
We found that the opacity of Lanthanide-rich ejecta

(Ye = 0.10− 0.40) is approximated as about 10 cm2 g−1

as previously known, while that of Lanthanide-free ejecta
(Ye = 0.30) is about 0.5 cm2g−1. This is derived by the
comparison between multi-wavelength transfer simula-
tions with gray transfer simulations. As shown in Figure

6, the bolometric light curve of Lanthanide-rich ejecta
is reproduced by the simulation with a gray opacity of
κ = 10 cm2 g−1 while that of Lanthanide-free ejecta is
reproduced by κ = 0.5 cm2 g−1.
Small fraction of Lanthanide elements significantly af-

fects the opacity as discussed in Section 3 (see Fig-
ure 5). The bolometric light curve with the ejecta of
Ye = 0.25 is similar to the results with gray opacity of
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simulations for dynamic NSNS ejecta, for other cases we use a parametrized treatment with 
numerical values based on existing hydrodynamic studies.

2.1. NSNS merger simulations

The NSNS simulations of this paper make use of the Smooth Particle Hydrodynamics (SPH) 
method, see [72–75] for recent reviews. Our code is an updated version of the one that was 
used in earlier studies [11, 76–78]. We solve the Newtonian, ideal hydrodynamics equa-
tions for each particle a:
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Figure 2. Summary of various rate constraints. The lines from the upper left to lower 
right indicate the typical ejecta mass required to explain all r-process/all r-process with 
A  >  80/all r-process with A  >  130 for a given event rate (lower panel per year and 
Milky Way-type galaxy, upper panel per year and Gpc3). Also marked is the compiled 
rate range from Abadie et al (2010) for both double neutron stars and neutron star black 
hole systems and (expected) LIGO upper limits for O1 to O3 (Abbott et al 2016b). 
The dynamic ejecta results from some hydrodynamic simulations are also indicated: 
the double arrow denoted ‘nsns Bauswein  +  13’ indicates the ejecta mass range found 
in [23], ‘nsns Rosswog 13’ refers to [24], ‘nsns Hotokezaka  +  13’ to [25], ‘nsbh 
Foucart  +  14’ to [26] and ‘nsbh Kyutoku  +  13’ to [27].
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Fig. 4. Light curves of EM170817. (A) Multi-wavelength light curve based on the 
ultraviolet/optical/near-infrared photometry of EM170817 [table S1 and (10)] plotted as AB 
magnitude vs. time since merger, with open triangles indicating 5σ upper limits, colored by 
wavelength. (B to D) Ks, H, and i-band light curves of EM170817 with literature macronova model light 
curves, which show a good match in the infrared but fail to produce the observed blue emission. For 
all light curves we plot both apparent magnitude and absolute magnitude assuming a distance of 40 
Mpc. Detections are shown as circles, upper limits as triangles. The models have been scaled to a 
distance of 40 Mpc and reddened with E(B – V) = 0.1 (10). The model light curves are the following: 
Mej = 0.05M☉, vej = 0.1c from (51), model N4 with the DZ31 mass formula from (27) and γA2 at a 
viewing angle of 30° from (28). Optical and near-infrared observations of previously observed short 
GRBs which appeared abnormally bright are shown as squares (scaled to 40 Mpc and corrected for 
time dilation). GRB080503 (52) would have had to be at a redshift of 0.22 to be consistent. GRB 
060614 (53) is too luminous at late times. The excess emission noted in GRB 160821B (40), GRB 
130603B (39) and GRB 050709 (41) appear to be similar to EM170817. 
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Figure 11
(a) Comparisons of n-capture abundances in six r-process-rich Galactic halo stars with the Solar-system r-only abundance distribution.
The abundance data of all stars except CS 22892-052 have been vertically displaced downward for display purposes. The solid light
blue lines are the scaled r-only Solar-system elemental abundance curves (Simmerer et al. 2004, Cowan et al. 2006), normalized to the
Eu abundance of each star. (b) Difference plot showing the individual elemental abundance offsets; abundance differences are
normalized to zero at Eu (see Table 1 and Table 2) for each of the six stars with respect to the Solar-system r-process-only abundances.
Zero offset is indicated by the dashed horizontal line. Symbols for the stars are the same as in panel a. (c) Average stellar abundance
offsets. For individual stars all elemental abundances were first scaled to their Eu values, then averaged for all six stars, and finally
compared to the Solar-system r-only distribution.
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“Universality”	of	r-process	abundances



Ye =
ne

np + nn
=

np

np + nn

NS	mergers	produce	solar	abundances??

5

FIG. 2. The same as Fig. 1 but for the merger remnant for the DD2 EOS with (m
1

,m
2

) = (1.4M�, 1.3M�). The snapshots
are generated at ⇡ 80ms after the onset of merger.

inant role for the mass ejection. As in the SFHo case,
the ejecta in the binary orbital plane have a neutron-rich
component with Ye  0.2, in particular for the highly
asymmetric binaries. On the other hand, the ejecta in
the polar region is less neutron-rich with Ye & 0.25 (see
the lower-right panel of Fig. 2).
(v) The average velocity of the dynamical ejecta is 0.15–
0.25c depending on the EOS and mass ratio. For the
SFHo case, the average velocity is by 20–30% larger than
that for the DD2 case for a given value of mass because,
for this EOS, the neutron-star radius is small, and hence,
the shock heating e↵ect enhances the kinetic energy of
the mass ejection.

In the above summary, points worthy to note are as
follows: (I) No models predict the mass of the dynam-
ical ejecta larger than 0.02M�. This implies that if
the luminous electromagnetic counterparts, which can-
not be modeled by the ejecta of mass  0.02M�, are
discovered, we have to consider ejecta components other
than the dynamical ejecta in the framework of the
macronova/kilonova theory. (II) Irrespective of the EOS
and binary mass ratio, the electron fraction is widely dis-
tributed and the highly neutron-rich matter is always

present in the dynamical ejecta, in particular, near the
binary orbital plane. Only for the direction of the rota-
tional axis of the orbital motion (✓ . 45�), the neutron
richness is suppressed resulting in Ye & 0.25.
Nucleosynthesis studies (e.g. Refs. [28, 29]) have shown

that the presence of neutron-rich ejecta with Ye . 0.25
results in producing a substantial fraction of lanthanide
elements, and as a result, the opacity of the ejecta is
significantly enhanced to be  ⇠ 10 cm2/g [6–9]. As we
discuss in Sec. III A, if high-mass and low-Ye ejecta are
present along our lines of sight to the source, the peak
time scale of the optical light curve (in particular for
visible to near IR light) would be long & 1week (if the
fraction of the lanthanide elements is & 10�4M� [30]).
This e↵ect is often referred to as the lanthanide curtain.
However, the observations for GW170817 show that the
optical light curve has a peak at . 1 day, suggesting
that  should be much smaller than ⇠ 10 cm2/g, and
hence, the contamination by lanthanide elements would
be significantly suppressed at least the outer part of the
ejecta along our lines of sight.
In this section, we have focused on the models employ-

ing only two representative EOS. There are a wide vari-

La-rich	=>	red

La-poor	=>	blue

Colors	of	kilonova	should	
depend	on	a	viewing	angle

Shibata+17	
Fujibayashi+17

=>	More	events	with	
different	viewing	angles!
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open	p-shell	
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open	d-shell	
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open	f	shell	
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Kasen+13:	Sn	II,	Ce	II-III,	Nd	I-IV,	Os	II

Fontes+17:	Ce	I-IV,	Nd	I-IV,	Sm	I-IV,	U	I-IV

MT+17:	Se	I-III,	Ru	I-III,	Te	I-III,	Nd	I-III,	Er	I-III

1st	peak

2nd	peak

3rd	peak

Wollaeger+17:	Se,	Br,	Zr,	Pd,	Te



Atomic	structure	calcula=ons

HULLAC	code	(Bar-Shalom+99)
3

Table 1
Summary of atomic calculations

Ion Configurations Number of levels Number of lines Subset1a Subset2b

HULLAC
Se i 4s24p4, 4s24p3(4d, 4f, 5− 8l), 4s4p5, 4s4p4(4d, 4f), 3076 973,168 2,395 654

4s24p2(4d2, 4d4f, 4f2), 4s4p3(4d2, 4d4f, 4f2)
Se ii 4s24p3, 4s24p2(4d, 4f, 5− 8l), 4s4p4, 4s4p3(4d, 4f), 2181 511,911 1,978 584

4s24p(4d2, 4d4f, 4f2), 4s4p2(4d2, 4d4f, 4f2)
Se iii 4s24p2, 4s24p(4d, 4f, 5− 8l), 4s4p3, 4s4p2(4d, 4f), 922 92,132 2,286 882

4s2(4d2, 4d4f, 4f2), 4s4p(4d2, 4d4f, 4f2)
Ru i 4d75s, 4d65s6, 4d8, 4d7(5p, 5d, 6s, 6p), 1,545 250,476 49,181 20,350

4d65s(5p, 5d, 6s)
Ru ii 4d7, 4d6(5s− 5d, 6s, 6p) 818 76,592 27,976 14,073
Ru iii 4d6, 4d5(5s− 5d, 6s) 728 49,066 30,628 17,451
Te i 5s25p4, 5s25p3(4f ,5d,5f ,6s− 6f ,7s− 7d,8s), 329 14,482 410 348

5s5p5

Te ii 5s25p3, 5s25p2(4f ,5d,5f ,6s− 6f ,7s− 7d,8s), 253 9,167 705 569
5s5p4

Te iii 5s25p2, 5s25p(5d,6s− 6d,7s), 5s5p3 57 419 249 227
Nd i 4f46s2, 4f46s(5d,6p,7s), 4f45d2, 4f45d6p, 31,358 70,366,259 12,365,070 2,804,079

4f35d6s2, 4f35d2(6s, 6p), 4f35d6s6p
Nd ii 4f46s, 4f45d, 4f46p, 4f36s(5d, 6p), 6,888 3,951,882 3,682,300 1,287,145

4f35d2, 4f35d6p
Nd iii 4f4, 4f3(5d, 6s, 6p), 4f25d2, 4f25d(6s, 6p), 2252 458,161 303,021 136,248

4f26s6p
Er i 4f126s2, 4f126s(5d,6p,6d,7s,8s), 10,535 9,247,777 443,566 129,713

4f116s2(5d, 6p), 4f115d26s, 4f115d6s(6p, 7s)
Er ii 4f126s, 4f12(5d, 6p), 4f116s2, 4f116s(5d, 6p), 5,333 2,432,665 1,713,258 489,383

4f115d2, 4f115d6p
Er iii 4f12, 4f11(5d, 6s, 6p) 723 42,671 41,843 16,787
GRASP
Ba iii 913 103,446 90 (Laima, DF)
Nd ii 6,888 3,958,977 3,685,872 Layer 0

3,789,439 Layer 1
Nd iii 1,488 170,137 167,086 Layer 0

169,753 Layer 1
170,137 Layer 2
169,549 Layer 1 (Pavel)
169,996 Layer 2 (Pavel)

Er ii 5,333 2,432,666 1,850,487 Layer 0
Er iii 723 42,761 42,101 Layer 1

Note. — a Number of transitions whose lower level energy is E1 < 5, 10, 15 eV for neutral atom and singly and doubly ionized ions,
respectively.
b loggf ≥ -3

expressed by the density of the Slater-type orbital as,

ρ(r) = −4πr2qA
[
rl+1 exp (−αr/2)

]2
, (2)

where A is a normalization factor and α values represent
average radii of the Slater-type orbital. The central-
field potential for this electron charge distribution and
the nuclear charge distribution Zδ(r) seen by an exter-
nal electron is obtained from the Poisson equation with
the boundary condition, U(r)|r→∞ = (Z − q) /r. Oc-
cupancy of each Slater-type orbital is naively chosen as
the ground state configuration of the next higher charge
state. The ground state configuration for each ion is as
given in the ASD. Alternative occupancies will give dif-
ferent electron charge density distributions which result
in different central-field potentials. In some cases, such
alternative occupancies are used to improve results. For
Ru I, an alternative occupancy [Kr] 4d55s2 gives deeper
and quasi-degenerate 4d and 5s orbital energies result-
ing in a better agreement with the energy levels of the
ASD. Similarly, alternative occupancies [Xe] 4f36s and
[Cd] 5p54f12 are used for Nd II and Er III, respectively,

in the present calculations.
The α values which minimize first-order configuration

average energies of the ground state and low-lying ex-
cited states are chosen. Such α values depend on excited
state configurations added in the first-order energies to
be minimized. We choose the excited state configura-
tions by single and double substitutions of valence and
sub-valence orbitals from the ground state configuration.
The excited state configurations as well as the ground
state for each ion are indecated by bold letters in Table 1.
Getting correct energy levels by this semi-emperical op-
timization takes a less computational time with limitted
computational resources, although systematic improve-
ment of the results without a benchmark is not always
possible. Results of the energies for Nd II-III and Er II-
III are shown in Figure 2 and disscussed in the following
section.

2.2. GRASP2K

The GRASP2K package (Jönsson et al. 2013) is based
on the multiconfiguration Dirac-Hartree-Fock (MCDHF)
and relativistic configuration interaction (RCI) methods

Se	I-III	
(Z=34,	p)
Ru	I-III	
(Z=44,	d)
Te	I-III	
(Z=52,	p)

Nd	I-III	
(Z=60,	f)

Er	I-III	
(Z=68,	f)

GRASP2K	code	(Jonsson+13)
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Figure 2. The excitation energy of the lowest energy levels for each electron configuration. Black circles show HULLAC calculations
while blue, green, and orange circles show GRASP2K calculations with different strategies. The data from the ASD (Kramida et al. 2015)
are shown in open squares for comparison.

sub-valence orbitals from the ground state configuration.
The ground state for each ion as well as the excited state
configurations taken into account for the energy mini-
mization are indicated by bold letters in Table 1. Getting
correct energy levels by this semi-empirical optimization
takes a less computational time with limited computa-
tional resources, although systematic improvement of the
results without a benchmark is not always possible. Re-
sults of a few lowest excited energy levels deviate from
those of the ASD about 10% at most for Se and Te.
However, we cannot obtain such close agreements for Ru
reflecting complexity of the atomic structures with open
d shells. Results of the energies for Nd ii-iii and Er ii-
iii are shown in Figure 2 and discussed in the following
section.

2.2. GRASP2K

GRASP2K (Jönsson et al. 2013) is used to pro-
vide atomic data for Ba ii-iii, Nd ii-iii, and Er ii-iii.
GRASP2K is based on the MCDHF and RCI methods
taking into account Breit and QED corrections (Grant
2007; Froese Fischer et al. 2016). Based on the Dirac-
Coulomb Hamiltonian

HDC =
N∑

i=1

(
cαi · pi + (βi − 1)c2 + V N

i

)
+

N∑

i>j

1

rij
, (3)

where V N is the monopole part of the electron-nucleus
Coulomb interaction. The atomic state functions (ASFs)

are obtained as linear combinations of symmetry adapted
CSFs. The CSFs are built from products of one-electron
Dirac orbitals. Based on a weighted energy average of
several states, the so called extended optimal level (EOL)
scheme (Dyall et al. 1989), both the radial parts of the
Dirac orbitals and the expansion coefficients are opti-
mized self-consistently in the relativistic self-consistent
field procedure. In the present calculations, ASFs are ob-
tained as expansions over jj-coupled CSFs. To provide
the LSJ labeling system the ASFs are transformed from
a jj-coupled CSF basis into an LSJ-coupled CSF basis
using the method provided by Gaigalas et al. (2017).
The MCDHF calculations are followed by RCI calcu-

lations, including the Breit interaction and leading QED
effects. Note that, for Nd ii and Er ii, only MCDHF
calculations are performed. Radiative transition data
(transition probabilities, oscillator strengths) between
two states built on different and independently optimized
orbital sets are calculated by means of the biorthonormal
transformation method (Olsen et al. 1995). For electric
dipole and quadrupole (E1 and E2) transitions, we use
the Babushkin gauge as in the HULLAC calculations.
In the Table 2, we give a summary of the MCDHF and

RCI calculations for each of ion. As a starting point,
MCDHF calculations are performed in the EOL scheme
for the states of the ground configuration. The wave
functions from these calculations are taken as the initial
one to calculate even and odd states of multi-reference
configurations. The set of orbitals belonging to these
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Figure 2. The excitation energy of the lowest energy levels for each electron configuration. Black circles show HULLAC calculations
while blue, green, and orange circles show GRASP2K calculations with different strategies. The data from NIST database are shown in
open squares for comparison.
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Figure 3. Line expansion opacities of Se, Ru, Te (left), Nd, and Er (right) calculated by using the HULLAC results. The calculations
assume ρ = 1× 10−13 g cm−3, T = 5, 000 K, and t = 1 day after the merger. The results are compared with the line expansion opacities
of Si and Fe calculated with Kurucz’s line list.

The opacities from the two atomic code agree reason-
ably well. Figure 4 shows the line expansion opacities of
Nd ii, Nd iii, Er ii, and Er iii. As expected from the
good agreement in the energy level (Figure 2), the opac-
ities from HULLAC and GRASP2K are almost indistin-
guishable for Nd ii, Nd iii and Er iii. For the Er ii ion,
GRASP2K calculations provides the better agreement in
the energy level than HULLAC calculations (Figure 2).
We find that the impact of this difference is by a factor

of about 2 in the opacity at optical and near infrared
wavelengths.
Why Er III opacity is low at near infrared??

Difference in the number of included figuration??
Finally we calculate the opacities for mixture of ele-

ments. We use the HULLAC results which cover more
elements and ionization stages. Since we have atomic
structure calculations for a small number of elements,
we assume the same bound-bound transition properties
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Table 1
Autostructure Atomic Structure Models

Ion Configurations Includeda Levels Lines χb

(eV)

Fe i 3d64s2, 3d74s, 3d64s4p, 3d74p, 3d74d, 3d74f, 3d75s, 3d75p, 3d75d, 3d64s4d 1784 326, 519 7.90
Fe ii 3d64s, 3d7, 3d64p, 3d64d, 3d64f, 3d65s, 3d65p, 3d65d, 3d54s2, 3d54s4p 1857 355, 367 16.18
Fe iii 3d6, 3d54s, 3d54p, 3d54d, 3d54f, 3d55s, 3d55p, 3d55d, 3d44s4p 2050 420, 821 30.65
Fe iv 3d5, 3d44s, 3d44p, 3d44d, 3d44f, 3d45s, 3d45p, 3d45d 1421 217, 986 54.91
Co i 3d74s2, 3d84s, 3d74s4p, 3d9, 3d84p, 3d84d, 3d85s, 3d74s4d, 3d74s5s 778 62, 587 7.88
Co ii 3d8, 3d74s, 3d64s2, 3d74p, 3d64s4p, 3d75s, 3d74d 757 58, 521 17.08
Co iii 3d7, 3d64s, 3d64p, 3d64d, 3d65s 601 34, 508 33.50
Co iv 3d6, 3d54s, 3d54p, 3d54d, 3d55s 728 48, 254 51.27
Ni i 3d84s2, 3d10, 3d84s4p, 3d94s, 3d94p, 3d94d, 3d94f, 3d95s, 3d95p, 3d96s 174 2, 776 7.64
Ni ii 3d9, 3d84s, 3d84p, 3d84d, 3d84f, 3d85s, 3d85p, 3d86s, 3d74s4p, 3d74s2 520 25, 496 16.18
Ni iii 3d8, 3d74s, 3d74p, 3d74d, 3d74f, 3d75s, 3d75p, 3d76s, 3d64s2 1644 61, 108 35.19
Ni iv 3d7, 3d64s, 3d64p, 3d64d, 3d64f, 3d65s, 3d65p, 3d66s, 3d54s4p, 3d54s2 751 258, 305 54.92
Nd i 4f46s2, 4f 35d6s2, 4f 45d6s, 4f 45d2, 4f 35d6s6p, 4f 45d6p 18104 24, 632, 513 5.52
Nd ii 4f46s, 4f 45d, 4f 46p, 4f 35d2, 4f 35d6s, 4f 35d6p, 4f 36s6p 6888 3, 873, 372 10.7
Nd iii 4f4, 4f 35d, 4f 36s, 4f 36p, 4f 25d2, 4f 25d6s, 4f 5d26s 1650 232, 715 22.14
Nd iv 4f3, 4f 25d, 4f 26s, 4f 26p 241 5780 40.4
Ce ii 4f5d2, 4f 5d6s, 4f 26s, 4f 25d, 4f 6s2, 4f 5d6p, 4f 26p, 5d3, 4f 6s6p, 4f 3 5, 637 4, 349, 351 10.8
Ce iii 4f5d, 4f 6s, 5d2, 4f 6p, 5d6s 3, 069 868, 640 20.19
Os ii 5d66s, 5d65f, 5d65g, 5d66s, 5d66p, 5d66d, 5d66f, 5d66g 3271 1, 033, 972 17.0
Sn ii 5s25p, 5s24f, 5s25d, 5s26s, 5s26p, 5s5p2, 5s5p6s, 5s5p6p 47 371 14.63

Notes.
a Electron configurations used in the auto structure calculations. Ground states (from NIST) are in bold.
b Ionization potential, taken from NIST.

Figure 2. Atomic structure model calculations of the excitation energy of the
lowest level of Nd ii electron configurations. The circles denote the results from
Autostructure obtained under various optimization approaches (described in
the text). The stars denote the experimental energies from NIST.
(A color version of this figure is available in the online journal.)

case the mean line opacity may be less sensitive to the exact
configuration ordering.

We considered a second strategy (opt2) whereby the above
optimization was first applied to only those orbitals included
in the ground configuration. These scaling parameters were
then fixed, and a second optimization was carried out varying
the parameters of all remaining orbitals. This method usually
produced the correct ground state configuration. The energies
of the excited levels were also close to but a bit higher than the
available NIST values, and overall not as good as those found
using the opt1 approach (Figure 2).

The model structure can be further refined by iteratively
adjusting the scaling parameters by hand. We attempted this
for Nd ii, guided by the trends found in the opt1 and opt2
calculations. An improved solution was found (opt3) which
reproduced the ground and first two excited level energies almost
exactly. Further iterations could presumably improve the result,
but this sort of manual alignment is time consuming, and more
of an art than science. We attempted this opt3 approach only for
Nd ii, which is the most important ion for our r-process light
curve calculations.

4. IRON GROUP OPACITIES

4.1. Comparison to Kurucz Line Data

The atomic properties of Z < 30 ions are reasonably well
known based on experiment and previous structure modeling.
In particular, R. Kurucz has generated extensive line lists,
including CD23 (∼500,000; Kurucz & Bell 1995a) and CD1
(∼42 million lines; Kurucz 1993). These lists (which are
dominated by iron group lines) have been derived from atomic
structure calculations using the Cowan code (Cowan 1981)
which have been iteratively tuned to reproduce the extensive
observed experimental level energies (Kurucz & Bell 1995b).
SN modelers have used the Kurucz data to successfully model
the optical light curves and spectra of observed (iron-rich) SNe
Ia (e.g., Kasen et al. 2009; Sim et al. 2010) which suggests
that, for the iron group, the Kurucz line data can be taken to be
reasonably accurate and complete.

To validate our ab initio Autostructure line data against
the observationally constrained data of Kurucz, we ran structure
models for the first four ionization stages of Fe, Co, and Ni, using
the electron configurations listed in Table 1. Unlike Kurucz,
we made no attempt (beyond our ab initio opt1 optimization
scheme) to tune the model, and our calculated level energies can
differ from the experimental values by factors of two or more.
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is a typical value at a few days after the merger (Barnes
et al. 2016; Rosswog et al. 2017).
We found that the opacity of Lanthanide-rich ejecta

(Ye = 0.10− 0.40) is approximated as about 10 cm2 g−1

as previously known, while that of Lanthanide-free ejecta
(Ye = 0.30) is about 0.5 cm2g−1. This is derived by the
comparison between multi-wavelength transfer simula-
tions with gray transfer simulations. As shown in Figure

6, the bolometric light curve of Lanthanide-rich ejecta
is reproduced by the simulation with a gray opacity of
κ = 10 cm2 g−1 while that of Lanthanide-free ejecta is
reproduced by κ = 0.5 cm2 g−1.
Small fraction of Lanthanide elements significantly af-

fects the opacity as discussed in Section 3 (see Fig-
ure 5). The bolometric light curve with the ejecta of
Ye = 0.25 is similar to the results with gray opacity of
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is a typical value at a few days after the merger (Barnes
et al. 2016; Rosswog et al. 2017).
We found that the opacity of Lanthanide-rich ejecta

(Ye = 0.10− 0.40) is approximated as about 10 cm2 g−1

as previously known, while that of Lanthanide-free ejecta
(Ye = 0.30) is about 0.5 cm2g−1. This is derived by the
comparison between multi-wavelength transfer simula-
tions with gray transfer simulations. As shown in Figure

6, the bolometric light curve of Lanthanide-rich ejecta
is reproduced by the simulation with a gray opacity of
κ = 10 cm2 g−1 while that of Lanthanide-free ejecta is
reproduced by κ = 0.5 cm2 g−1.
Small fraction of Lanthanide elements significantly af-

fects the opacity as discussed in Section 3 (see Fig-
ure 5). The bolometric light curve with the ejecta of
Ye = 0.25 is similar to the results with gray opacity of
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and the expected spectral peak at optical wavelengths for
material dominated by iron-peak opacities was regarded as a
“smoking gun” of r-process nucleosynthesis. The models of
Tanaka & Hotokezaka (2013) have some roughly similar
features, although their spectra are much broader and smoother
than in our data and show a much larger drop in flux from 1.0
to 1.6 μm than the data, which may reflect limitations of the
NIR line list used in that work.

We note that independent sets of kilonova models (Tanaka
et al. 2017; Wollaeger et al. 2017), based on new atomic
structure calculations, also reproduce the shift of the observed
flux to the NIR when there are high concentrations of
lanthanides. The agreement between various codes about this
general trend gives us confidence that this signature of the
opacities of r-process elements is robust. However, inspection
of the figures in those works reveals no clear matches to the
spectral sequence as close as the ones we present here. The
detailed results of those calculations depend on the assumptions
about the masses and compositions of different merger ejecta
components. It is unclear at this point whether these detailed
spectral differences from different codes represent alternative
assumptions about the parameters of the neutron star merger
ejecta, or differences in the treatment of opacities across the
lanthanide series.

3.2. Sensitivity to Parameters

We take the excellent agreement between model and data
shown in Figure 2 as a sign that the parameters and the models
are at least roughly correct, so now we examine the sensitivity
of the model output to the parameter values that we have
selected. In the three panels of Figure 3, we vary each of the
three main parameters in sequence, while holding the other two
fixed. Each of the model spectra also includes a small amount
of flux from the same assumed blue kilonova component (not

shown, but parameters are discussed below) that contributes a
small amount of flux below 1 μm.
In the top panel, we start by varying the ejecta mass. As we

lower the mass, the overall flux goes down, as expected.
However, the spectra are not simply related by a flux
normalization factor. The total mass in the ejecta also affects
the diffusion timescale, and hence the location of the photo-
sphere within the ejecta. This, in turn, results in variations in
the amount of line blending that shift the wavelengths of the
spectral peaks. Most notably, the 1.07 μm peak shifts redward
at lower ejecta mass.
The ejecta velocity also affects the degree of line blending

and smoothness of the spectra. In the middle panel of Figure 3,
it is clear that raising the ejecta velocity rounds the tops of the
spectral peaks; at v=0.2c, the features between 1.1 and
1.3 μm are unacceptably washed out relative to the data. We
note that some simulations of the tidal dynamical ejecta find
even higher ejecta velocities than this (e.g., Bauswein
et al. 2013). At the other extreme, lowering the ejection
velocity results in the major peaks breaking up into a forest of
smaller peaks. The v=0.03c spectrum presented in this panel
shows several of these features starting to develop. Although it
is not plotted, by 7.5 days these narrower peaks are predicted to
become even more dominant, in contradiction to the smooth
broad peaks that we see at that time (Figure 1). This is relevant
because models invoking strong accretion disk winds (e.g.,
Kasen et al. 2015; Siegel & Metzger 2017) predict a range of
ejection velocities from 0.03 to 0.1c. We do not see narrow
features expected from material moving as slowly as v=0.03c
at any epoch. If the red kilonova ejecta result from a disk wind,
they must be accelerated above this value by, for example,
stronger magnetic fields than those previously considered.
Finally, the most important question for the purposes of

r-process nucleosynthesis involves constraining the chemical
abundances of the dominant emission component. In the
bottom panel of Figure 3, we have adjusted the fractional

Figure 2. The fiducial red kilonova model provides an excellent fit by itself to the day +4.5 NIR spectrum, with no adjustments to the flux scale. The data are in black
and the model is in red, with the values of the three main parameters listed in the figure.
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All	lanthanide	elements	
(neutral	to	+4	ion)

New	atomic	calcula=ons		
(Kasen	et	al.	2017)
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Figure 4 | Models demonstrating how kilonova spectral features probe 
the abundance of individual r-process elements. The spectral peaks in 
the models are due to blends of many lines, primarily those of the complex 
lanthanides species. The default model shown (parameters M =  0.04M⊙, 
vk =  0.15c, Xlan =  10−1.5) uses a solar distribution of lanthanides, and has 
spectral peaks near 1.1 µ m, 1.5 µ m and 2.0 µ m (marked with dashed lines). 

These features are mainly attributable to neodymium (Z =  60) given that 
reducing or removing this species changes the feature locations. However, 
other lanthanides such as cerium (Z =  58) also affect the blended peaks. 
Uncertainties in the current atomic line data sources limit hinder spectral 
analysis, but with improved atomic inputs a more detailed compositional 
breakdown is within reach.
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Summary

•Lessons	learned	from	GW170817	

• Red	and	blue	component	

• Mej	(La-rich)	~	0.03	Msun		==>	post-merger?	

• Mej	(La-poor)	~	0.02	Msun	==>	origin?	jet?	

• Wide	range	of	r-process	elements	in	NS	mergers	

•Future	

•More	events	with	different	masses,	mass	ra$os,	
viewing	angle	as	well	as	BH-NS	mergers	

• Origin	of	r-process	elements?	=>	Test	of	solar	paAern  
=>	atomic	data	are	crucial	(theory	+	experiments)


