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abstract
We report the development of the data acquisition system of the CANGAROO-II1 imaging Cherenkov telescope. Multi-pixel cameras consisting of 552 and 427 PMTs are placed at the prime
focus of the first and second telescopes respectively. The charge and hit timings of each PMT are measured with ADCs and TDCs respectively viaafast VME-bus which is selected to reduce the
data acquisition time. The VME-bus data are read by computers running alinux OS. Furthermore amodule to select hit pattern in hardware whether triggered PM Ts are adjacent or not will be
installed to the second telescope. In CANGAROO-I11 observations, aglobal trigger is generated by the coincidence of the local triggers of the four telescopes, and the event datais collected via
fast-ethernet, and analyzed with the central event-builder. The data acquisition system of each telescope is designed to accept triggers up to 400Hz with dead-time 20%.
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Introduction

The CANGAROO-III project to construct an array of four 10m imaging atmospheric
Cherenkov telescopesis underway in Woomera, South Australia. Observations with the first
telescope started in March 2000, and results are presented in this conference[1]. The second
telescope will be constructed at the end of 2001, and the overall status of CANGAROO-II1 is
presented in this conference by Mori et al[2]. In this poster we report the data acquisition
system (DAQ) of CANGAROO-I1 in detail.
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Software

Portable DAQ system “UNIDAQ" [3] isinstalled
Multi processes are running on a CPU:
Collecting the datavia VME or CAMAC-bus
Buffering the data
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Summary

The DAQ system for an array of CANGAROO-11 telescope has been devel oped

in order to explore the southern sky in the gamma-ray band above 100 GeV .

Thefirst telescope of CANGAROO-111 has been in operation from 2000, and the

DAQ system of the second telescope is now being bulit to improve performance, based on
that of thefirst one. The system of the first telescope consists of three data-buses, e.g. TKO,
CAMAC, and VME, and two operating systems, linux and solaris, while that of the second
telescope consists of only VME-bus and linux-OS to speed up the readout time. A module to
select hit pattern in hardware whether triggered PMTs are adjacent or not will be installed to
the second telescope instead of the present selection of N hits of any PMTsin order to reduce
the night-sky background. In stereoscopic observations, aglobal trigger is generated from
coincidence of four telescope with variable delay generators using telescope positions. All
observation data of four telescopes are transmitted to the workstation in the central
electronics hut and stored, and the events are reconstructed.

Discriminator and Summing M odule(DSM)

Signal from preamp in the camerais fed to afast shaping amplifier,
and splitted to ADC and TDC

TDC has a0.5ns(1% telescope), 1ns(2" telescope) resolution in the window of 256nsec
=—> Reject PMTs hit by night-sky background
CANGAROO telescope is parabolic and the time propagation of a shower can be reproduced
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For each PMT asignal is counted by a scaler
when the pulse height is over the threshold( 3 p.e.)

Reject PMTs hit by starlight in the offline analysis

TKO(1% telescope), VME 9U[J1,J2,Jaux] (2" telescope)

Charge ADC
VME 9U size, A24D16/D32 access
16¢ch* 2/board * 14 boards
Internal 150ns delay-line chip for each channel
One 16bit ADC chip for each channel
BB ADS7815 conversion time 4y s 250mW or
BB ADS7805 conversion time 10y s 100mwW
Readout 1ch or 2ch(readout time <20p s/board)
0.1pC/ADC ch
VME J1,J2,Jaux(CERN V430) required
24W/board

Pattern Trigger Module

Installed to the 2™ telescope in order to reduce triggers by the night-sky background
Accepts hit signals of all 427 PMTs and recognizes the 2-dimensional pixel pattern
Generates atrigger if thereis pattern of N(>3) adjacent pixels

PLDs (Altera EPF10k130) are used for the pattern selection
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Global trigger of stereo observations

Sequence
1. Trigger of each telescope is transmitted to the central electronics hut
2. Delayed with a VME-bus controlled delay generator,whose delay is set by realtime calculation

of the difference of path lengths of Cherenkov light(L1-L2)
3. Global trigger stopsa TDC to measure the time difference of the local triggers

of the four telescopes

4. Global trigger is distributed to the four telescopes
5. It interrupts the VME-CPUs, then starts to collect data from the ADCs, TDCs, scalers, and GPS
If aglobal trigger isnot generated in 2u s after alocal trigger is generated,
these readout module are to be reset in each telescope
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