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重力波とは・・・時空のゆがみの波動．光速で伝搬．	
  
伝搬の効果・・・物体に４重極的変形を及ぼす	
  

重力波がｚ方向へ伝搬する
ときの質点の動き	
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TT:	
  	
  transverse-­‐traceless	
  part	
  

密度	


重力波の放射	
  

重力波の四重極放射	


ε
M:	
  系の質量，v	
  :	
  系の速度，	
  
　:扁平度	
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重力波の発生	
  

• 質量分布の時間変化	


• 非球対称的変化（４重極モーメントの変化）	


	
  すなわち	
  

高速運動	


の場合，より	
  

強い重力波が	
  

放出される	


球対称の物体が球対称のまま変化しても，何も起こらない	


重力波の発生要因	


コンパクト天体が主要なソースとなる	
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強い重力	


(L:	
  系のサイズ)	


(重力束縛系)	
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重力波は放出されている!	
  
連星中性子星	

例:  PSR 1913+16 (Hulse-Taylor binary) 
1974年発見.  1993年ノーベル物理学賞	


軌道の変化	
  

	
  

重力波によるエネルギー放出	


一般相対論の予測と一致	


重力波放射の間接的な証明	


19
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34
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T

Taylor,	
  Weisberg	
  	
  (1989)	




しかしそれで十分か？	


•  直接的な実験的確認ではない。	
  
•  放射された重力波が、その後どのように伝搬するかは全く

確かめられていない。	
  

例：	
  
重力理論:	
  	
  bi-­‐gravity理論（メトリックが２つある理論）	
  
(Hassan,	
  Rosen	
  2012)	
  
	
  
重力波の伝搬途中で、２つのメトリックの間の遷移が起きる。	
  
(De	
  Felice,	
  Nakamura,	
  Tanaka,	
  arXiv:1304.3920)	
  

やはり直接的に検出して確かめる必要がある	
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国際観測網
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advanced LIGO

LIGO (Hanford) 4km & 2km

TAMA 300m
CLIO 100m
                          3km

LIGO (Livingston) 4km

Virgo 3km
advanced Virgo

GEO 600m

IndIGO

2017年頃には本格観測へ

Laser	
  interferometers	
  in	
  the	
  world	


LIGOとVIRGOは、アップグレード作業中	
  
LIGO	
  2015年より観測開始予定	
  
VIRGO	
  2016年より観測開始予定	


LIGO-­‐India(planned)	




Noise	
  spectrum	
  	
  -­‐-­‐aLIGO,aVIRGO,KAGRA-­‐-­‐	
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aLIGO	


aVirgo	

KAGRA	


h\p://gwcenter.icrr.u-­‐tokyo.ac.jp/en/researcher/parameter	

Data	
  for	
  the	
  KAGRA	
  noise	
  spectrum	
  :	
  	




aLIGO,	
  aVIRGO感度進展予想	
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Advanced LIGO

 

 

Early (2015, 40 − 80 Mpc)
Mid (2016−17, 80 − 120 Mpc)
Late (2017−18, 120 − 170 Mpc)
Design (2019, 200 Mpc)
BNS−optimized (215 Mpc)
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Advanced Virgo

 

 

Early (2016−17, 20 − 60 Mpc)
Mid (2017−18, 60 − 85 Mpc)
Late (2018−20, 65 − 115 Mpc)
Design (2021, 130 Mpc)
BNS−optimized (145 Mpc)

Figure 1: aLIGO (left) and AdV (right) target strain sensitivity as a function of frequency. The
average distance to which binary neutron star (BNS) signals could be seen is given in Mpc. Current
notions of the progression of sensitivity are given for early, middle, and late commissioning phases,
as well as the final design sensitivity target and the BNS-optimized sensitivity. While both dates
and sensitivity curves are subject to change, the overall progression represents our best current
estimates.

BNS ranges for the various stages of aLIGO and AdV expected evolution are also provided in Fig. 1.
The installation of aLIGO is well underway. The plan calls for three identical 4 km interfer-

ometers, referred to as H1, H2, and L1. In 2011, the LIGO Lab and IndIGO consortium in India
proposed installing one of the aLIGO Hanford detectors, H2, at a new observatory in India (LIGO-
India). As of early 2013 LIGO Laboratory has begun preparing the H2 interferometer for shipment
to India. Funding for the Indian portion of LIGO-India is in the final stages of consideration by
the Indian government.

The first aLIGO science run is expected in 2015. It will be of order three months in duration,
and will involve the H1 and L1 detectors (assuming H2 is placed in storage for LIGO-India). The
detectors will not be at full design sensitivity; we anticipate a possible BNS range of 40 – 80Mpc.
Subsequent science runs will have increasing duration and sensitivity. We aim for a BNS range of
80 – 170Mpc over 2016–18, with science runs of several months. Assuming that no unexpected
obstacles are encountered, the aLIGO detectors are expected to achieve a 200Mpc BNS range circa
2019. After the first observing runs, circa 2020, it might be desirable to optimize the detector
sensitivity for a specific class of astrophysical signals, such as BNSs. The BNS range may then
become 215Mpc. The sensitivity for each of these stages is shown in Fig. 1.

Because of the planning for the installation of one of the LIGO detectors in India, the installation
of the H2 detector has been deferred. This detector will be reconfigured to be identical to H1 and
L1 and will be installed in India once the LIGO-India Observatory is complete. The final schedule
will be adopted once final funding approvals are granted. It is expected that the site development
would start in 2014, with installation of the detector beginning in 2018. Assuming no unexpected
problems, first runs are anticipated circa 2020 and design sensitivity at the same level as the H1
and L1 detectors is anticipated for no earlier than 2022.

The commissioning timeline for AdV [3] is still being defined, but it is anticipated that in
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主な重力波源	
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突発的重力波源	
  
　　コンパクト連星合体(CBC)	
  	
  
	
  	
  	
  	
  	
  	
  　　 中性子星(NS),	
  ブラックホール（BH）	
  
　　星の重力崩壊	
  
	
  	
  	
  	
  	
  	
  　　 超新星爆発(SN)	
  
　　パルサーグリッジ	
  
　　宇宙紐のカスプ，キンク	
  
連続的重力波源	
  
　　回転中性子星，連星系	
  
背景重力波	
  
　　初期宇宙起源	
  
　　天体起源	
  



ソースの分類	
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Determinis2c	
 Stochas2c	

known	
  
waveform	


unknown	
  
waveform	


Early	
  universe	
  
origin	


Astrophysical	
  
origin	


Short	
  
dura2on	


CBC(inspiral,ring
down)	


SN	
  
CBC	
  (merger)	
  
Pulsar	
  glitch	


inflacon	
  
...	
  

Superposicon	
  of	
  
too	
  many	
  
sources	
  

Long	
  
dura2on	


Pulsar	
  (rotacng	
  
NS)	


Nearly	
  isotropic	
   anisotropic	
  

データ解析方法の違いに基づくソースの分類	


Matched	
  filter	
 Burst	
  search	
 Cross	
  correlacon	
  search	
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各重力波信号の特徴的スペクトラム	
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コンパクト連星合体	
  
中性子星，ブラックホールの連星の合体	
  
最も有望な重力波源	
  
特に中性子星連星合体	


名前	
 パルス周期(ms)	
   離心率	
公転周期(hr)	
   寿命(Gyr)	
  

100億年以内に合体する連星中性子星	


今から数億-­‐10数億年以内に合体するものが５個-­‐６個ある	




LCGTの重力波源(3)	


中性子星連星合体イベントレート	
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銀河系での合体率：	
83.0+209.1
�66.1 � 10�6/yr

観測可能平均距離：	


“銀河”個数密度:	
  	


KAGRAでのイベントレート	
  :	
  	


V. Kalogera et.al., 	


 ApJ, 601 L179 (2004)	


176Mpc	


〜20	
  events/yr	


1.16⇥ 10�2Mpc�3

銀河系合体率の不定性は非常に大きい。	
  
しかし、年間１イベント以上はありそうである。	




Expected	
  deteccon	
  rates	
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Class. Quantum Grav. 27 (2010) 173001 Topical Review

Table 4. Compact binary coalescence rates per Mpc3 per Myra.

Source Rlow Rre Rhigh Rmax

NS–NS (Mpc−3 Myr−1) 0.01 [1] 1 [1] 10 [1] 50 [16]
NS–BH (Mpc−3 Myr−1) 6 × 10−4 [18] 0.03 [18] 1 [18]
BH–BH (Mpc−3 Myr−1) 1 × 10−4 [14] 0.005 [14] 0.3 [14]

a See footnotes in table 2 for details on the sources of the values in this table.

Table 5. Detection rates for compact binary coalescence sources.

IFO Sourcea Ṅlow yr−1 Ṅre yr−1 Ṅhigh yr−1 Ṅmax yr−1

NS–NS 2 × 10−4 0.02 0.2 0.6
NS–BH 7 × 10−5 0.004 0.1

Initial BH–BH 2 × 10−4 0.007 0.5
IMRI into IMBH <0.001b 0.01c

IMBH-IMBH 10−4 d 10−3 e

NS–NS 0.4 40 400 1000
NS–BH 0.2 10 300

Advanced BH–BH 0.4 20 1000
IMRI into IMBH 10b 300c

IMBH-IMBH 0.1d 1e

a To convert the rates per MWEG in table 2 into detection rates, optimal horizon distances of
33 Mpc/445 Mpc are assumed for NS–NS inspirals in the Initial/Advanced LIGO–Virgo networks. For
NS–BH inspirals, horizon distances of 70 Mpc/927 Mpc are assumed. For BH–BH inspirals, horizon
distances of 161 Mpc/2187 Mpc are assumed. These distances correspond to a choice of 1.4 M# for
NS mass and 10 M# for BH mass. Rates for IMRIs into IMBHs and IMBH–IMBH coalescences are
quoted directly from the relevant papers without conversion. See section 3 for more details.
b Rate taken from the estimate of BH–IMBH IMRI rates quoted in [19] for the scenario of BH–IMBH
binary hardening via three-body interactions; the fraction of globular clusters containing suitable
IMBHs is taken to be 10%, and no interferometer optimizations are assumed.
c Rate taken from the optimistic upper limit rate quoted in [19] with the assumption that all globular
clusters contain suitable IMBHs; for the advanced network rate, the interferometer is assumed to be
optimized for IMRI detections.
d Rate taken from the estimate of IMBH-IMBH ringdown rates quoted in [20] assuming 10% of all
young star clusters have sufficient mass, a sufficiently high binary fraction, and a short enough core
collapse time to form a pair of IMBHs.
e Rate taken from the estimate of IMBH-IMBH ringdown rates quoted in [20] assuming all young star
clusters have sufficient mass, a sufficiently high binary fraction, and a short enough core collapse time
to form a pair of IMBHs.

Where posterior probability density functions (PDFs) for rates are available, Rre refers
to the PDF mean, Rlow and Rhigh are the 95% pessimistic and optimistic confidence intervals,
respectively, and Rmax is the upper limit, quoted in the literature based on very basic limits set
by other astrophysical knowledge (see table 1). However, many studies do not evaluate the
rate predictions in that way, and for some speculative sources even estimates of uncertainties
may not be available at present. In these cases, we assign the rate estimates available in the
literature to one of the four categories, as described in detail in section 4. The values in all
tables in this section are rounded to a single significant figure; in some cases, the rounding
may have resulted in somewhat optimistic predictions.
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specific values a5 ¼ 0, a6 ¼ "20 (to which correspond,
when ! ¼ 1=4, a1 ¼ "0:036 347, a2 ¼ 1:2468). We
henceforth use M as a time unit.

Figure 1 compares (the real part of) our analyticalmetric
quadrupolar waveform !EOB

22 =! to the corresponding
(Caltech-Cornell) NR metric waveform !NR

22 =! (obtained
by a double time-integration, à la [20], from the original
NR curvature waveform c 22

4 ). [We used the ‘‘two-
frequency pinching technique’’ of [19] with !1 ¼ 0:047
and !2 ¼ 0:31.] The agreement between the analytical
prediction and the NR result is striking, even around the
merger (see the close-up on the right). The phasing agree-
ment is excellent over the full time span of the simulation
(which covers 32 cycles of inspiral and about 6 cycles of
ringdown), while the modulus agreement is excellent over
the full span, apart from two cycles after merger where one
can notice a difference. A more quantitative assessment of
the phase agreement is given in Fig. 2, which plots the
(!1-!2-pinched) phase difference"" ¼ "EOB

metric ""NR
metric.

"" remains remarkably small (#$0:02 radians) during
the entire inspiral and plunge (!2 ¼ 0:31 being quite near
the merger, see inset). By comparison, the root-sum of the
various numerical errors on the phase (numerical trunca-
tion, outer boundary, extrapolation to infinity) is about
0.023 radians during the inspiral [6]. At the merger, and
during the ringdown, "" takes somewhat larger values
(#$0:1 radians), but it oscillates around zero, so that, on
average, it stays very well in phase with the NR waveform
(as is clear on Fig. 1). By comparison, we note that [6]
mentions that the phase error linked to the extrapolation to
infinity doubles during ringdown. We also found that the
NR signal after merger is contaminated by unphysical
oscillations. We then note that the total ‘‘two-sigma’’ NR
error level estimated in [6] rises to 0.05 radians during
ringdown, which is comparable to the EOB-NR phase
disagreement. Figure 3 compares the analytical and nu-
merical metric moduli, j!22j=!. Again our (Padé-re-
summed, NQC-corrected) analytical waveform yields a
remarkably accurate description of the inspiral NR wave-
form. During the early inspiral the fractional agreement

between the moduli is at the 3% 10"3 level; as late as time
t ¼ 3900, which corresponds to 1.5 GW cycles before
merger, the agreement is better than 1% 10"3. The dis-
crepancy between the two moduli starts being visible only
just before and just after merger (where it remains at the
2:5% 10"2 level). This very nice agreement should be
compared with the previously considered EOB waveforms
(which had a more primitive NQC factor, with a2 ¼ 0
[19,20]) which led to large moduli disagreements
(# 20%, see Fig. 9 in [20]) at merger. By contrast, the
present moduli disagreement is comparable to the esti-
mated NR modulus fractional error (whose two-sigma
level is 2:2% 10"2 after merger [6]).
We also explored another aspect of the physical sound-

ness of our analytical formalism: the triple comparison
between (i) the NR GW energy flux at infinity (which
was computed in [21]); (ii) the corresponding analytically
predicted GW energy flux at infinity (computed by sum-
ming j _h‘mj2 over (‘, m)); and (iii) (minus) the mechanical
energy loss of the system, as predicted by the general EOB

FIG. 1 (color online). Equal-mass case: agreement between NR (black online) and EOB-based (red online) ‘ ¼ m ¼ 2 metric
waveforms.

FIG. 2 (color online). Phase difference between the analytical
and numerical (metric) waveforms of Fig. 1.

IMPROVED ANALYTICAL DESCRIPTION OF . . . PHYSICAL REVIEW D 79, 081503(R) (2009)

RAPID COMMUNICATIONS

081503-3
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specific values a5 ¼ 0, a6 ¼ "20 (to which correspond,
when ! ¼ 1=4, a1 ¼ "0:036 347, a2 ¼ 1:2468). We
henceforth use M as a time unit.

Figure 1 compares (the real part of) our analyticalmetric
quadrupolar waveform !EOB

22 =! to the corresponding
(Caltech-Cornell) NR metric waveform !NR

22 =! (obtained
by a double time-integration, à la [20], from the original
NR curvature waveform c 22

4 ). [We used the ‘‘two-
frequency pinching technique’’ of [19] with !1 ¼ 0:047
and !2 ¼ 0:31.] The agreement between the analytical
prediction and the NR result is striking, even around the
merger (see the close-up on the right). The phasing agree-
ment is excellent over the full time span of the simulation
(which covers 32 cycles of inspiral and about 6 cycles of
ringdown), while the modulus agreement is excellent over
the full span, apart from two cycles after merger where one
can notice a difference. A more quantitative assessment of
the phase agreement is given in Fig. 2, which plots the
(!1-!2-pinched) phase difference"" ¼ "EOB

metric ""NR
metric.

"" remains remarkably small (#$0:02 radians) during
the entire inspiral and plunge (!2 ¼ 0:31 being quite near
the merger, see inset). By comparison, the root-sum of the
various numerical errors on the phase (numerical trunca-
tion, outer boundary, extrapolation to infinity) is about
0.023 radians during the inspiral [6]. At the merger, and
during the ringdown, "" takes somewhat larger values
(#$0:1 radians), but it oscillates around zero, so that, on
average, it stays very well in phase with the NR waveform
(as is clear on Fig. 1). By comparison, we note that [6]
mentions that the phase error linked to the extrapolation to
infinity doubles during ringdown. We also found that the
NR signal after merger is contaminated by unphysical
oscillations. We then note that the total ‘‘two-sigma’’ NR
error level estimated in [6] rises to 0.05 radians during
ringdown, which is comparable to the EOB-NR phase
disagreement. Figure 3 compares the analytical and nu-
merical metric moduli, j!22j=!. Again our (Padé-re-
summed, NQC-corrected) analytical waveform yields a
remarkably accurate description of the inspiral NR wave-
form. During the early inspiral the fractional agreement

between the moduli is at the 3% 10"3 level; as late as time
t ¼ 3900, which corresponds to 1.5 GW cycles before
merger, the agreement is better than 1% 10"3. The dis-
crepancy between the two moduli starts being visible only
just before and just after merger (where it remains at the
2:5% 10"2 level). This very nice agreement should be
compared with the previously considered EOB waveforms
(which had a more primitive NQC factor, with a2 ¼ 0
[19,20]) which led to large moduli disagreements
(# 20%, see Fig. 9 in [20]) at merger. By contrast, the
present moduli disagreement is comparable to the esti-
mated NR modulus fractional error (whose two-sigma
level is 2:2% 10"2 after merger [6]).
We also explored another aspect of the physical sound-

ness of our analytical formalism: the triple comparison
between (i) the NR GW energy flux at infinity (which
was computed in [21]); (ii) the corresponding analytically
predicted GW energy flux at infinity (computed by sum-
ming j _h‘mj2 over (‘, m)); and (iii) (minus) the mechanical
energy loss of the system, as predicted by the general EOB

FIG. 1 (color online). Equal-mass case: agreement between NR (black online) and EOB-based (red online) ‘ ¼ m ¼ 2 metric
waveforms.

FIG. 2 (color online). Phase difference between the analytical
and numerical (metric) waveforms of Fig. 1.

IMPROVED ANALYTICAL DESCRIPTION OF . . . PHYSICAL REVIEW D 79, 081503(R) (2009)

RAPID COMMUNICATIONS

081503-3

Ringdown	
  
(BH	
  oscilacon)	
  

Merger	


inspiral	


merger	


ringdown	


(PN	
  approxima2on)	


(BH	
  perturba2on)	


Numerical	
  Rela2vity	


Inspiral	




Basic	
  value	
  for	
  the	
  inspiral	
  waveform	
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  (m1,m2)	
  [Msolar]	
 (1.4,	
  1.4)	
 (10,	
  1.4)	
 (10,	
  10)	


frequency@ISCO[Hz]	
 1570	
  Hz	
 386	
  Hz	
 220	
  Hz	


duracon(10Hz-­‐ISCO)[sec]	
 1002	
  sec	
 224	
  sec	
 38	
  sec	


cycle(10Hz-­‐ISCO)	
 16038	
 3585	
  	
 605	


orb.	
  radius@10Hz[Mt]	
 174	
  Mt	
 68	
  Mt	
 47	
  Mt	


Mt=m1+m2	


ISCO:	
  Inner	
  most	
  stable	
  circular	
  orbit.	
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連星合体パラメータ	

Parameters	


Mc = M⇥3/5, � = (m1 �m2)/M direccon	


polarizacon	
  
angle	


Inclinacon	
  
angle	


M = m1 +m2, ⌘ = m1m2/M
2

(ln(r), ln(Mc), � or ln(⌘), tcf0,�c, ✓s,�s, , cos(✏))tc

星のスピンなしの場合・・・９個	
  
	
  
星のスピンありの場合・・・９＋６＝１５個	




質量決定精度	
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specific values a5 ¼ 0, a6 ¼ "20 (to which correspond,
when ! ¼ 1=4, a1 ¼ "0:036 347, a2 ¼ 1:2468). We
henceforth use M as a time unit.

Figure 1 compares (the real part of) our analyticalmetric
quadrupolar waveform !EOB

22 =! to the corresponding
(Caltech-Cornell) NR metric waveform !NR

22 =! (obtained
by a double time-integration, à la [20], from the original
NR curvature waveform c 22

4 ). [We used the ‘‘two-
frequency pinching technique’’ of [19] with !1 ¼ 0:047
and !2 ¼ 0:31.] The agreement between the analytical
prediction and the NR result is striking, even around the
merger (see the close-up on the right). The phasing agree-
ment is excellent over the full time span of the simulation
(which covers 32 cycles of inspiral and about 6 cycles of
ringdown), while the modulus agreement is excellent over
the full span, apart from two cycles after merger where one
can notice a difference. A more quantitative assessment of
the phase agreement is given in Fig. 2, which plots the
(!1-!2-pinched) phase difference"" ¼ "EOB

metric ""NR
metric.

"" remains remarkably small (#$0:02 radians) during
the entire inspiral and plunge (!2 ¼ 0:31 being quite near
the merger, see inset). By comparison, the root-sum of the
various numerical errors on the phase (numerical trunca-
tion, outer boundary, extrapolation to infinity) is about
0.023 radians during the inspiral [6]. At the merger, and
during the ringdown, "" takes somewhat larger values
(#$0:1 radians), but it oscillates around zero, so that, on
average, it stays very well in phase with the NR waveform
(as is clear on Fig. 1). By comparison, we note that [6]
mentions that the phase error linked to the extrapolation to
infinity doubles during ringdown. We also found that the
NR signal after merger is contaminated by unphysical
oscillations. We then note that the total ‘‘two-sigma’’ NR
error level estimated in [6] rises to 0.05 radians during
ringdown, which is comparable to the EOB-NR phase
disagreement. Figure 3 compares the analytical and nu-
merical metric moduli, j!22j=!. Again our (Padé-re-
summed, NQC-corrected) analytical waveform yields a
remarkably accurate description of the inspiral NR wave-
form. During the early inspiral the fractional agreement

between the moduli is at the 3% 10"3 level; as late as time
t ¼ 3900, which corresponds to 1.5 GW cycles before
merger, the agreement is better than 1% 10"3. The dis-
crepancy between the two moduli starts being visible only
just before and just after merger (where it remains at the
2:5% 10"2 level). This very nice agreement should be
compared with the previously considered EOB waveforms
(which had a more primitive NQC factor, with a2 ¼ 0
[19,20]) which led to large moduli disagreements
(# 20%, see Fig. 9 in [20]) at merger. By contrast, the
present moduli disagreement is comparable to the esti-
mated NR modulus fractional error (whose two-sigma
level is 2:2% 10"2 after merger [6]).
We also explored another aspect of the physical sound-

ness of our analytical formalism: the triple comparison
between (i) the NR GW energy flux at infinity (which
was computed in [21]); (ii) the corresponding analytically
predicted GW energy flux at infinity (computed by sum-
ming j _h‘mj2 over (‘, m)); and (iii) (minus) the mechanical
energy loss of the system, as predicted by the general EOB

FIG. 1 (color online). Equal-mass case: agreement between NR (black online) and EOB-based (red online) ‘ ¼ m ¼ 2 metric
waveforms.

FIG. 2 (color online). Phase difference between the analytical
and numerical (metric) waveforms of Fig. 1.
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•  レーザー干渉計は1台では	
  
　　方向は分からない	
  

•  ３台以上の検出器必要	
  

•  方向決定精度に一番効く	
  
　のは時刻決定精度	

　（到来時刻の差）	
  

レーザー干渉計	
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Figure 2: Source localization by triangulation for the aLIGO-AdV network. The locus of constant
time delay (with associated timing uncertainty) between two detectors forms an annulus on the
sky concentric about the baseline between the two sites. For three detectors, these annuli may
intersect in two locations. One is centered on the true source direction, S, while the other (S0) is
its mirror image with respect to the geometrical plane passing through the three sites. For four or
more detectors there is a unique intersection region of all of the annuli. Figure adapted from [22].

bandwidth is ⇠ 100Hz, determined by the most sensitive frequencies of the detector. For shorter
transients the bandwidth �f depends on the specific signal. For example, GWs emitted by various
processes in core-collapse supernovae are anticipated to have relatively large bandwidths, between
150-500Hz [23, 24, 25, 26], largely independent of detector configuration. By contrast, the sky
localization region for narrowband burst signals may consist of multiple disconnected regions; see
for example [27, 12].

Finally, we note that some GW searches are triggered by electromagnetic observations, and in
these cases localization information is known a priori. For example, in GW searches triggered by
gamma-ray bursts [10] the triggering satellite provides the localization. The rapid identification of
a GW counterpart to such a trigger could prompt further followups by other observatories. This
is of particular relevance to binary mergers, which are considered the likely progenitors of most
short gamma-ray bursts. It is therefore important to have high-energy satellites operating during
the advanced detector era.

Finally, it is also worth noting that all GW data are stored permanently, so that it is possible
to perform retroactive analyses at any time.

3.2 Detection and False Alarm Rates

The rate of BNS coalescences is uncertain, but is currently predicted to lie between 10�8 �
10�5Mpc�3 yr�1 [28]. This corresponds to between 0.4 and 400 signals above SNR 8 per year
of observation for a single aLIGO detector at final sensitivity [28]. The predicted observable rates
for NS-BH and BBH are similar. Expected rates for other transient sources are lower and/or less
well constrained.

The rate of false alarm triggers above a given SNR will depend critically upon the data quality of

11
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coefficients between tc, M and !. In Table II we have
listed the correlation coefficients together with the errors in
the estimation of parameters in the case of advanced LIGO
for a NS-BH system for all PN orders starting from
Newtonian but let us first discuss the trend at orders beyond
the 1PN correction. From this table we see that the esti-
mation of M and ! improves (degrades) depending on
whether the correlation coefficients cM! decrease (respec-
tively, increase) with varying PN order. Similarly, the
estimation of tc improves (degrades) depending on whether
the correlation coefficients ctcM (or, equivalently, ctc!)
decrease (respectively, increase) with PN order. We have

also checked that the estimation of "c becomes better
(worse) with PN order with reduction (respectively, en-
hancement) in the correlation coefficients c"cM (or c"c!).
The same trend is seen for other systems and detector
configurations, though we do not list those numbers to
avoid proliferation of details. The behavior of the errors
at 0PN and 1PN is not in agreement with this general trend
because at 0PN we have only three parameters—tc,"c and
M. As we go from 1PN to 1.5PN the ambiguity function
greatly changes its orientation because of the change in
sign in the PN series at 1.5PN [cf. Equation (3.4c) and
(3.4d)].

TABLE II. PN variation in parameter estimation and the associated correlation coefficients for
the NS-BH system for the advanced LIGO noise curve.

PN Order ctcM ctc! cM! !tc (ms) !M=M (%) !!=! (%)

0PN !0:6451 " " " " " " 0.2775 0.0255 " " "
1PN 0.8166 !0:8810 !0:9859 0.5959 0.1420 7.059

1.5PN 0.7983 0.9280 0.9444 0.7394 0.0763 2.316
2PN 0.7947 0.9239 0.9460 0.7208 0.0773 2.669
2.5PN 0.8145 0.9519 0.9309 0.9000 0.0686 1.515
3PN 0.8001 0.9405 0.9333 0.8087 0.0698 1.571
3.5PN 0.8275 0.9609 0.9294 0.9980 0.0679 1.456

TABLE I. Convergence of measurement errors from 1PN to 3.5PN at a SNR of 10 for the three prototypical binary systems: NS-NS,
NS-BH and BH-BH using the phasing formula, in steps of 0.5PN. For each of the three detector noise curves the table presents !tc (in
msec), !"c (in radians), !M=M and !!=!.

NS-NS NS-BH BH-BH

PN Order !tc !"c !M=M !!=! !tc !"c !M=M !!=! !tc !"c !M=M !!=!

Advanced LIGO

1PN 0.3977 0.9256 0.0267% 4.656% 0.5959 1.261 0.1420% 7.059% 1.162 1.974 1.041% 59.88%
1.5PN 0.4668 1.474 0.0142% 1.638% 0.7394 2.091 0.0763% 2.316% 1.441 3.188 0.6115% 9.609%
2PN 0.4623 1.392 0.0143% 1.764% 0.7208 1.848 0.0773% 2.669% 1.404 2.850 0.6240% 10.79%
2.5PN 0.5090 1.354 0.0134% 1.334% 0.9000 1.213 0.0686% 1.515% 1.819 1.555 0.5300% 5.934%
3PN 0.4938 1.326 0.0135% 1.348% 0.8087 1.126 0.0698% 1.571% 1.544 1.559 0.5466% 6.347%
3.5PN 0.5198 1.273 0.0133% 1.319% 0.9980 0.9203 0.0679% 1.456% 2.086 1.137 0.5237% 5.730%

Initial LIGO

1PN 0.3598 1.238 0.0771% 9.792% 0.9550 2.510 0.5217% 20.06% 2.406 5.038 4.750% 216.2%
1.5PN 0.4154 1.942 0.0419% 2.768% 1.182 4.135 0.2850% 5.410% 2.986 8.143 2.781% 28.81%
2PN 0.4109 1.816 0.0423% 3.007% 1.148 3.597 0.2903% 6.316% 2.900 7.179 2.851% 32.82%
2.5 0.4605 1.642 0.0384% 2.129% 1.467 1.964 0.2491% 3.305% 3.836 3.070 2.351% 16.48%
3PN 0.4402 1.610 0.0389% 2.170% 1.286 1.787 0.2554% 3.474% 3.159 3.069 2.446% 17.94%
3.5PN 0.4760 1.507 0.0383% 2.098% 1.668 1.311 0.2455% 3.148% 4.531 1.851 2.313% 15.75%

VIRGO

1PN 0.1363 0.5134 0.0183% 3.044% 0.4906 1.069 0.1134% 5.782% 1.621 1.854 0.8745% 52.12%
1.5PN 0.1578 0.7981 0.0098% 1.004% 0.6069 1.763 0.0603% 1.923% 1.430 2.972 0.5095% 8.586%
2PN 0.1562 0.7515 0.0098% 1.085% 0.5918 1.561 0.0611% 2.215% 1.395 2.667 0.5199% 9.625%
2.5PN 0.1743 0.7015 0.0091% 0.7957% 0.7384 1.035 0.0541% 1.263% 1.787 1.527 0.4417% 5.370%
3PN 0.1671 0.6890 0.0092% 0.8083% 0.6632 0.9625 0.0551% 1.309% 1.532 1.528 0.4552% 5.724%
3.5PN 0.1799 0.6527 0.0091% 0.7854% 0.8195 0.7914 0.0536% 1.214% 2.031 1.150 0.4366% 5.193%
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with specific stellar populations). Because merger counterparts
are predicted to be faint, obtaining a spectroscopic redshift
is challenging (cf. Rowlinson et al. 2010), in which case
spectroscopy of the host galaxy is the most promising means
of obtaining the event redshift.

It is important to distinguish two general strategies for con-
necting EM and GW events. One approach is to search for a
GW signal following an EM trigger, either in real time or at
a post-processing stage (e.g., Finn et al. 1999; Mohanty et al.
2004). This is particularly promising for counterparts predicted
to occur in temporal coincidence with the GW chirp, such as
short-duration gamma-ray bursts (SGRBs). Unfortunately, most
other promising counterparts (none of which have yet been
independently identified) occur hours to months after coales-
cence.6 Thus, the predicted arrival time of the GW signal will
remain uncertain, in which case the additional sensitivity gained
from this information is significantly reduced. For instance, if
the time of merger is known only to within an uncertainty of
∼ hours (weeks), as we will show is the case for optical (radio)
counterparts, then the number of trial GW templates that must
be searched is larger by a factor ∼104–106 than if the merger
time is known to within seconds, as in the case of SGRBs.

A second approach, which is the primary focus of this paper,
is EM follow-up of GW triggers. A potential advantage in this
case is that counterpart searches are restricted to the nearby
universe, as determined by the ALIGO/Virgo sensitivity range
(redshift z ! 0.05–0.1). On the other hand, the large error
regions are a significant challenge, which are estimated to be
tens of square degrees even for optimistic configurations of GW
detectors (e.g., Gürsel & Tinto 1989; Fairhurst 2009; Wen &
Chen 2010; Nissanke et al. 2011). Although it has been argued
that this difficulty may be alleviated if the search is restricted
to galaxies within 200 Mpc (Nuttall & Sutton 2010), we stress
that the number of galaxies with L " 0.1 L∗ (typical of SGRB
host galaxies; Berger 2009, 2011) within an expected GW error
region is ∼400, large enough to negate this advantage for most
search strategies. In principle the number of candidate galaxies
could be reduced if the distance can be constrained from the
GW signal; however, distance estimates for individual events
are rather uncertain, especially at that low of S/Ns that will
characterize most detections (Nissanke et al. 2010). Moreover,
current galaxy catalogs are incomplete within the ALIGO/Virgo
volume, especially at lower luminosities. Finally, some mergers
may also occur outside of their host galaxies (Berger 2010;
Kelley et al. 2010). Although restricting counterpart searches to
nearby galaxies is unlikely to reduce the number of telescope
pointings necessary in follow-up searches, it nevertheless can
substantially reduce the effective sky region to be searched,
thereby allowing for more effective vetoes of false positive
events (Kulkarni & Kasliwal 2009).

At the present there are no optical or radio facilities that can
provide all-sky coverage at a cadence and depth matched to
the expected light curves of EM counterparts. As we show in
this paper, even the Large Synoptic Survey Telescope (LSST),
with a planned all-sky cadence of four days and a depth of
r ≈ 24.7 mag, is unlikely to effectively capture the range of
expected EM counterparts. Thus, targeted follow-up of GW

6 Predicted EM counterparts that may instead precede the GW signal include
emission powered by the magnetosphere of the NS (e.g., Hansen & Lyutikov
2001; McWilliams & Levin 2011; Lyutikov 2011a, 2011b), or cracking of the
NS crust due to tidal interactions (e.g., Troja et al. 2010; Tsang et al. 2011),
during the final inspiral. However, given the current uncertainties in these
models, we do not discuss them further.
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Figure 1. Summary of potential electromagnetic counterparts of NS–NS/
NS–BH mergers discussed in this paper, as a function of the observer angle,
θobs. Following the merger a centrifugally supported disk (blue) remains around
the central compact object (usually a BH). Rapid accretion lasting !1 s
powers a collimated relativistic jet, which produces a short-duration gamma-
ray burst (Section 2). Due to relativistic beaming, the gamma-ray emission
is restricted to observers with θobs ! θj , the half-opening angle of the jet.
Non-thermal afterglow emission results from the interaction of the jet with
the surrounding circumburst medium (pink). Optical afterglow emission is
observable on timescales up to ∼ days–weeks by observers with viewing angles
of θobs ! 2θj (Section 3.1). Radio afterglow emission is observable from all
viewing angles (isotropic) once the jet decelerates to mildly relativistic speeds
on a timescale of weeks–months, and can also be produced on timescales of
years from sub-relativistic ejecta (Section 3.2). Short-lived isotropic optical
emission lasting ∼few days (kilonova; yellow) can also accompany the merger,
powered by the radioactive decay of heavy elements synthesized in the ejecta
(Section 4).
(A color version of this figure is available in the online journal.)

error regions is required, whether the aim is to detect optical
or radio counterparts. Even with this approach, the follow-
up observations will still require large field-of-view (FOV)
telescopes to cover tens of square degrees; targeted observations
of galaxies are unlikely to substantially reduce the large amount
of time to scan the full error region.

Our investigation of EM counterparts is organized as follows.
We begin by comparing various types of EM counterparts, each
illustrated by the schematic diagram in Figure 1. The first is an
SGRB, powered by accretion following the merger (Section 2).
Even if no SGRB is produced or detected, the merger may still
be accompanied by relativistic ejecta, which will power non-
thermal afterglow emission as it interacts with the surrounding
medium. In Section 3 we explore the properties of such “or-
phan afterglows” from bursts with jets nearly aligned toward
Earth (optical afterglows; Section 3.1) and for larger viewing
angles (late radio afterglows; Section 3.2). We constrain our
models using the existing observations of SGRB afterglows,
coupled with off-axis afterglow models. We also provide a re-
alistic assessment of the required observing time and achiev-
able depths in the optical and radio bands. In Section 4 we
consider isotropic optical transients powered by the radioac-
tive decay of heavy elements synthesized in the ejecta (referred
to here as “kilonovae,” since their peak luminosities are pre-
dicted to be roughly one thousand times brighter than those
of standard novae). In Section 5 we compare and contrast the
potential counterparts in the context of our four Cardinal Virtues.
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•  NS-­‐NS,	
  BH-­‐NS	
  are	
  candidates	
  for	
  the	
  progenitor	
  of	
  SGRB	
  
•  GRB	
  jets	
  are	
  beamed,	
  probably	
  toward	
  the	
  direccon	
  perpendicular	
  to	
  	
  
	
  	
  	
  	
  	
  the	
  orbital	
  plane	
  of	
  the	
  progenitor	
  binaries.	
  
•  Jet	
  direccon	
  and	
  orbital	
  inclinacon	
  angle	
  are	
  related	
  definitely.	
  
•  It	
  is	
  interescng	
  to	
  determine	
  the	
  inclinacon	
  angle	
  independently	
  from	
  GRB	
  observacon	
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Various	
  possible	
  gravitaconal	
  wave	
  emission	
  mechanism.	
  
	
  
• 	
  Core	
  collapse	
  and	
  bounce	
  
• 	
  Rotaconal	
  non-­‐axisymmetric	
  instabilices	
  of	
  proto-­‐neutron	
  star	
  
• 	
  Post-­‐bounce	
  conveccon	
  
• 	
  Non-­‐radial	
  pulsacons	
  of	
  proto-­‐neutron	
  star	
  
• 	
  Anisotropic	
  neutrino	
  emission	
  
	
  	
  etc.	


Ref.	
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  from	
  	
  
Dimmelmeier	
  et	
  al.	
  2008	
  [PRD	
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  064056]	
  	




超新星爆発メカニズムと重力波	


discussion, the full 3D GRMHD simulation with an appropriate neutrino transport is needed also
in this case, towards which the supernova modelers will keep their efforts (as they have done
since time immemorial) and more recently people in the numerical relativity are also joining in
the efforts.

4. Summary and Concluding remarks

Table 3: Illustrative summarizing the relation of the potential explosion mechanisms (horizontal column) and their emis-
sion processes (columns colored by yellow) and GW signatures (columns colored by red) obtained so far in ”2D” and
”3D” simulations (vertical direction). In each column, the waveform (left) and the GW spectrum (right) are shown for
some representative models, in which top left (2D, neutrino mechanism), top right (2D, MHD mechanism), bottom left
(3D, neutrino mechanism), and bottom right (3D, MHD mechanism) are again taken from Figures 4, 14, 8, and 16 (see
each figure and their caption for more details). Figures in the top left and bottom right columns are taken from the results
by Müller et al. (2004) [120] and Scheidegger et al. (2010) [112] by their courtesy.

The aim of writing this article was to provide an overview of what we currently know about
the possible GW signatures of core-collapse SNe predicted by a number of extensive numerical
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• Triggered	
  search	
  
重力波以外の信号（電磁波，ニュートリノ）の観測から時刻、方向が	
  
分かれば，重力波検出に極めて有利(しきい値が下げられる).	
  

(e.g.,	
  Kochanek,Piran	
  (1993))	
  
	
  
例：ガンマ線バースト:	
  星の重力崩壊　or	
  コンパクト連星合体	
  
	
  	
  	
  	
  	
  	
  ニュートリノ：銀河系近傍での超新星爆発	
  
　　広視野光学赤外望遠鏡:	
  超新星爆発,	
  GRB監視	
  
	
  
実際，LIGO-­‐Virgo	
  の2009-­‐2010データの解析では，	
  
154個のGRBの時刻，方向の情報を使ったトリガー探査では，	
  
使わない解析より２倍程度しきい値が下げられた．	
  
（距離で２倍遠くまで観測できた）	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  arXiv:1205.2216	
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•  フォローアップ観測	
  
	
  
重力波をまず検出し、その時刻、方向を速報して電磁波で観測を行う．	
  
	
  
重力波の広視野性を生かす．	
  
	
  
重力波検出の確からしさの向上，重力波源の性質の究明．	
  



速報の実例：LIGO	
  –	
  Virgo	
  観測 	
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Ref.	
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  539,	
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  541,	
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  (2012)	


LIGO	
  S6,	
  Virgo	
  VSR2	
  の２つの期間に，電磁波観測によるfollow-­‐up
を目指して，low-­‐latencyパイプラインによる重力波イベント候補探
査と，候補イベントの位置の速報が行われた．	
  
(	
  12/17/2009-­‐1/8/2010,	
  	
  9/2-­‐10/20/2010)	
  LSC+Virgo+others: First prompt search for EM counterparts to GW transients 6

3.2.1. Optical Instruments

The Palomar Transient Factory (PTF) (Law et al. 2009;
Rau et al. 2009) operates a 7.3 square degree FOV camera
mounted on the 1.2 mOschin Telescope at Palomar Observatory.
A typical 60 s exposure detects objects with a limiting magni-
tude R = 20.5. For the autumn observing period, the PTF team
devoted ten fields over several nights at a target rate of 1 trigger
for every three weeks.

Pi of the Sky (Malek et al. 2009) observed using a camera
with a 400 square degree FOV and exposures to limiting mag-
nitude 11–12. It was located in Koczargi Stare, near Warsaw.
The camera was a prototype for a planned system that will si-
multaneously image two steradians of sky. The target rate was
approximately 1 per week in the autumn run, followed up with
hundreds of 10 s exposures over several nights.

The QUEST camera (Baltay et al. 2007), currently mounted
on the 1 m ESO Schmidt Telescope at La Silla Observatory,
views 9.4 square degrees of sky in each exposure. The telescope
is capable of viewing to a limiting magnitude of R ∼ 20. The
QUEST team devoted twelve 60 s exposures over several nights
for each trigger in both the winter and autumn periods, with a
target rate of 1 trigger per week.

ROTSE III (Akerlof et al. 2003) is a collection of four robotic
telescopes spread around the world, each with a 0.45 m aperture
and 3.4 square degree FOV. No filters are used, so the spectral
response is that of the CCDs, spanning roughly 400 to 900 nm.
The equivalent R band limiting magnitude is about 17 in a 20 s
exposure. The ROTSE team arranged for a series of thirty images
for the first night, and several images on following nights, for
each autumn run trigger, with a target rate of 1 trigger per week.

SkyMapper (Keller et al. 2007) is a survey telescope located
at Siding Spring observatory in Australia. The mosaic camera
covers 5.7 square degrees of sky in each field, and is mounted
on a 1.35 m telescope with a collecting area equivalent to an
unobscured 1.01 m aperture. It is designed to reach a limiting
magnitude g ∼ 21 (>7 sigma) in a 110 s exposure. SkyMapper
accepted triggers in the autumn run with a target rate of 1 per
week, with several fields collected for each trigger.

TAROT (Klotz et al. 2009a) operates two robotic 25 cm tele-
scopes, one at La Silla in Chile and one in Calern, France. Like
the ROTSE III system, each TAROT instrument has a 3.4 square
degree FOV. A 180 second image with TAROT in ideal condi-
tions has a limiting R magnitude of 17.5. During the winter run,
TAROT observed a single field during one night for each trig-
ger. In the autumn run, the field selected for each trigger was
observed over several nights. TAROT accepted triggers with a
target rate of 1 per week.

Zadko Telescope (Coward et al. 2010) is a 1 m telescope lo-
cated in Western Australia. The current CCD imager observes
fields of 0.15 square degrees down to magnitude ∼ 20 in the
R band for a typical 180 s exposure. For each accepted trigger
in the autumn run, Zadko repeatedly observed the five galaxies
consideredmost likely to host the source over several nights. The
target trigger rate for Zadko was one trigger per week.

The Liverpool telescope (Steele et al. 2004) is a 2 m
robotic telescope situated at the Observatorio del Roque de Los
Muchachos on La Palma. For this project the RATCam instru-
ment, with a 21 square arcminute field of view, was used. This
instrumentation allows a five minute exposure to reach magni-
tude r′ = 21. This project was awarded 8 hours of target-of-
opportunity time, which was split into 8 observations of 1 hour
each, with a target rate of 1 trigger per week.

Fig. 1. A map showing the approximate positions of telescopes
that participated in the project. The Swift satellite observatory is
noted at an arbitrary location. The image is adapted from a blank
world map placed in the public domain by P. Dlouhý.

3.2.2. Radio and X-ray Instruments

LOFAR (Fender et al. 2006; de Vos et al. 2009; Stappers et al.
2011) is a dipole array radio telescope based in the Netherlands
but with stations across Europe. The array is sensitive to fre-
quencies in the range of 30 to 80 MHz and 110 to 240 MHz, and
can observe multiple simultaneous beams, each with a FWHM
varying with frequency up to a maximum of around 23o. During
the autumn run, LOFAR accepted triggers at a target rate of 1
per week and followed up each with a four-hour observation in
its higher frequency band, providing a ∼25 square degree field
of view.

Although not used in the prompt search during the science
run, the Expanded Very Large Array (Perley et al. 2011) was
used to follow up a few triggers after the run with latencies of
3 and 5 weeks.

The Swift satellite (Gehrels et al. 2004) carries three instru-
ments, each in different bands. Swift granted several target of
opportunity observations with two of these, the X-ray Telescope
(XRT) and UV/Optical Telescope (UVOT), for the winter and
autumn observing periods. The XRT is an imaging instrument
with a 0.15 square degree FOV, sensitive to fluxes around 10−13
ergs/cm2/s in the 0.5-10 keV band. A few fields were imaged for
each trigger that Swift accepted.

4. Trigger Selection

The online analysis process which produced GW candidate trig-
gers to be sent to telescopes is outlined in Fig. 2. After data and
information on data quality were copied from the interferome-
ter sites to computing centers, three different data analysis algo-
rithms identified triggers and determined probability skymaps.
The process of downselecting this large collection of triggers to
the few event candidates that received EM follow-up is described
in this section.

After event candidates were placed in a central archive, addi-
tional software used the locations of nearby galaxies and Milky
Way globular clusters to select likely source positions (Sect. 5).
Triggers were manually vetted, then the selected targets were
passed to partner observatories which imaged the sky in an at-
tempt to find an associated EM transient. Studies demonstrating
the performance of this pipeline on simulated GWs are presented
in Sect. 6.

参加した観測機器	
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Fig. 2.A simplified flowchart of the online analysis with approx-
imate time requirements for each stage. Data and information
on data quality were generated at the Hanford, Livingston, and
Virgo interferometers (H1, L1, and V1) and copied to central-
ized computer centers. The online event trigger generators pro-
duced coincident triggers which were written into the GraCEDb
archive. The LUMIN and GEM algorithms selected statistically
significant triggers from the archive and chose pointing loca-
tions. Significant triggers generated alerts, and were validated
manually. If no obvious problem was found, the trigger’s esti-
mated coordinates were sent to telescopes for potential follow-
up.

4.1. Trigger Generation

Sending GW triggers to observatories with less than an hour la-
tency represents a major shift from past LIGO/Virgo data anal-
yses, which were reported outside the collaboration at soonest
several months after the data collection. Reconstructing source
positions requires combining the data streams from the LIGO-
Virgo network using either fully coherent analysis or a coinci-
dence analysis of single-detector trigger times. A key step in la-
tency reduction was the rapid data replication process, in which
data from all three GW observatory sites were copied to several
computing centers within a minute of collection.

For the EM follow-up program, three independent GW de-
tection algorithms (trigger generators), ran promptly as data
became available, generating candidate triggers with latencies
between five and eight minutes. Omega Pipeline and coherent
WaveBurst (cWB), which are both described in Abadie et al.
(2010a), searched for transients (bursts) without assuming a spe-
cific waveform morphology. The Multi-Band Template Analysis
(MBTA) (Marion 2004), searched for signals from coalesc-
ing compact binaries. Triggers were ranked by their “detection
statistic”, a figure of merit for each analysis, known as Ω, η, and
ρcombined, respectively. The statistics η for cWB and ρcombined for
MBTA are related to the amplitude SNR of the signal across
all interferometers while Ω is related to the Bayesian likelihood
of a GW signal being present. Triggers with a detection statis-
tic above a nominal threshold, and occurring in times where all
three detectors were operating normally, were recorded in the
Gravitational-wave Candidate Event Database (GraCEDb).

The trigger generators also produced likelihood maps over
the sky (skymaps), indicating the location from which the signal
was most likely to have originated. A brief introduction to each
trigger generator is presented in Sects. 4.1.1 – 4.1.3.

4.1.1. Coherent WaveBurst

Coherent WaveBurst has been used in previous searches for GW
bursts, such as Abbott et al. (2009b) and Abadie et al. (2010a).

The algorithm performs a time-frequency analysis of data in the
wavelet domain. It coherently combines data from all detectors
to reconstruct the two GW polarization waveforms h+(t) and
h×(t) and the source coordinates on the sky. A statistic is con-
structed from the coherent terms of the maximum likelihood ra-
tio functional (Flanagan & Hughes 1998; Klimenko et al. 2005)
for each possible sky location, and is used to rank each lo-
cation in a grid that covers the sky (skymap). A detailed de-
scription of the likelihood analysis, the sky localization statistic
and the performance of the cWB algorithm is published else-
where (Klimenko et al. 2011).

The search was run in two configurations which differ in
their assumptions about the GW signal. The “unconstrained”
search places minimal assumptions on the GW waveform, while
the “linear” search assumes the signal is dominated by a single
GW polarization state (Klimenko et al. 2011). While the uncon-
strained search is more general, and is the configuration that was
used in previous burst analyses, the linear search has been shown
to better estimate source positions for some classes of signals.
For the online analysis, the two searches were run in parallel.

4.1.2. Omega Pipeline

In the Omega Pipeline search (Abadie et al. 2010a), triggers
are first identified by performing a matched filter search with
a bank of basis waveforms which are approximately (co)sine-
Gaussians. The search assumes that a GW signal can be de-
composed into a small number of these basis waveforms.
Coincidence criteria are then applied, requiring a trigger with
consistent frequency in another interferometer within a physi-
cally consistent time window. A coherent Bayesian position re-
construction code (Searle et al. 2008, 2009) is then applied to
remaining candidates. The code performs Bayesian marginaliza-
tion over all parameters (time of arrival, amplitude and polariza-
tion) other than direction. This results in a skymap providing the
probability that a signal arrived at any time, with any amplitude
and polarization, as a function of direction. Further marginaliza-
tion is performed over this entire probability skymap to arrive at
a single number, the estimated probability that a signal arrived
from any direction. TheΩ statistic is constructed from this num-
ber and other trigger properties.

4.1.3. MBTA

The Multi-Band Template Analysis (MBTA) is a low-latency
implementation of the matched filter search that is typically used
to search for compact binary inspirals (Marion 2004; Buskulic
2010). In contrast to burst searches which do not assume any
particular waveform morphology,MBTA specifically targets the
waveforms expected from NS-NS, NS-BH and BH-BH inspi-
rals. In this way it provides complementary coverage to the burst
searches described above.

The search uses templates computed from a second order
post-Newtonian approximation for the phase evolution of the
signal, with component masses in the range 1–34M" and a total
mass of < 35M". However, triggers generated from templates
with both componentmasses larger than the plausible limit of the
NS mass—conservatively taken to be 3.5M" for this check—
were not considered for EM follow-up, since the optical emis-
sion is thought to be associated with the merger of two neutron
stars or with the disruption of a neutron star by a stellar-mass
black hole.
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人が待機していて	
  
確認する	


重力波探査	
 位置決定	


MBTA(連星合体)の場合の	
  
自動化された部分のみの時間	
  
典型的には４分程度．	
A&A	
  541,	
  155	
  (2012)	


現在は新しい方法により、	
  
1分以内に完了	




実例：LIGO	
  –	
  Virgo	
  観測-­‐-­‐電磁波で観測すべき場所を選ぶ-­‐-­‐	
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レーザー干渉計による位置決定精度は数10〜100平方度	
  
(inical	
  LIGO,VirgoなのでaLIGOよりさらに悪い)．	
  
ほとんどの天文観測機器の視野角(FOV)より大きい．	
  
	
  
	
  
銀河カタログ(The	
  Gravitaconal	
  Wave	
  Galaxy	
  Catalog	
  (GWGC))	
  
を用いて，探査すべき領域をしぼる (典型的には3-­‐4deg2まで)．	
  
	
  
	
  
GWGC:	
  
既存の複数の文献から集めてまとめたもの．	
  
100Mpc以内の53,225個の銀河、150個の銀河系内球状星団を含む．	
  
SDSSデータとの比較で、40Mpc以内の銀河については	
  
ほぼcompleteと思われる．	




KAGRAでの高速データ解析，速報	
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•  KAGRAでも，高速データ解析と天文観測への速報ができるような
システムを構築する．	
  

•  とりあえずは，自動化部分は数分で終わらせることが目標．	
  
•  フォローアップ観測すべき方向は，重力波だけでなく，事前に銀河

カタログなどを用意して絞り込める可能性がある（要検討）.	
  
•  以上はKAGRAの国際重力波観測網への参加が前提．従って、本

格運用はbKAGRAの段階と考えられる。	
  

Figure 2. Main steps in processing data from the GW detector network and rapidly generating alerts for follow-up
observations. (Swift image credit: NASA E/PO, Sonoma State University, Aurore Simonnet.)

which produce only moderately relativistic jets (“failed GRBs”), may still be detectable in the optical or radio
bands as “orphan afterglows”.53,54 Neutron star mergers are likely to also produce fainter, isotropic “kilonova”
light curves in the optical band which are powered by the radioactive decay of elements produced by r-process
nucleosynthesis.55 Because only a small fraction of the sky is viewed at any given time by sensitive optical and
radio instruments, these transient signatures would only be caught serendipitously—unless gravitational wave
(or high-energy neutrino) detectors can identify these events promptly and accurately enough to tell telescopes
where to point.

Data from the GW detector network can, in fact, be analyzed within minutes to identify candidate events
and reconstruct a sky map of the likely position of each candidate. This information can then be passed to
astronomers for follow-up imaging. (The general strategy is sometimes called “LOOC-UP” after an early pilot
study.56) We developed and tested such a system during the 2009–10 LIGO-Virgo joint science runs, and will
support and improve this capability for observing with the advanced GW detector network. Below, we discuss
the main characteristics of the past system as well as some improvements envisioned for the future.

4. OPERATIONAL CONSIDERATIONS FOR PROMPT FOLLOW-UP
OBSERVATIONS

The overall goal is to identify transient events in the GW data quickly, determine their sky positions as well
as possible, and communicate that information to observers with access to telescopes for capturing images of
the appropriate region(s) in the sky. It is desirable to minimize the latencies of all of those steps so that the
telescopes can catch a fading afterglow (if there is one) as early as possible. It should be noted, though, that
other types of EM emissions would take some time to appear, such as a kilonova light curve which peaks after
⇠1 day,55 or synchrotron emission in the radio band57 which would spread over weeks to months. Therefore,
rapid alerts can support both rapid and delayed follow-up observations.

For the 2009–10 LIGO-Virgo science run, we implemented a complete mostly-automated data analysis, event
selection and alert distribution system, and passed alerts to several partner observers. That system and eval-
uations of its performance are described in Refs. 58 and 59. Figure 2 shows the main elements and general
data flow through the system, illustrated with the future network of advanced GW detectors. In this section we
discuss a number of operational considerations based on our experience with the past system, along with some
notes about changes envisioned for the future.

4.1 Data collection

First of all, we need to have multiple GW detectors collecting data at the same time with comparable sensitivity,
because it is mainly the di↵erence in arrival times which tells us about the sky position of the source. (More

taken	
  from	
  
arxiv:1206.6163	
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•  N.	
  Kanda	
  and	
  H.	
  Tagoshi	
  are	
  assigned	
  to	
  liaison	
  persons	
  between	
  
LSC/Virgo	
  and	
  KAGRA	
  on	
  data	
  analysis.	
  This	
  is	
  based	
  on	
  the	
  MOU	
  
between	
  KAGRA,	
  LSC	
  and	
  Virgo.	
  

	
  
Since	
  October	
  2013,	
  they	
  are	
  parccipacng	
  the	
  meecng	
  of	
  the	
  Data	
  
Analysis	
  Council	
  of	
  LSC-­‐Virgo.	
  	
  
(Every	
  Friday	
  night	
  at	
  0	
  a.m.	
  or	
  1	
  a.m.	
  (JST))	
  
	
  
•  We	
  want	
  to	
  perform	
  	
  data	
  transfer	
  test	
  between	
  LIGO	
  and	
  Virgo	
  

within	
  a	
  few	
  month.	
  	
  
	
  
This	
  will	
  be	
  an	
  important	
  first	
  step	
  toward	
  the	
  collaboracon	
  	
  
on	
  the	
  data	
  analysis	
  with	
  LSC	
  and	
  Virgo.	
  

Current	
  relacon	
  to	
  the	
  LSC	
  and	
  VIRGO	




まとめ	
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•  第２世代レーザー干渉計重力波検出器の観測は数年後始まる	
  
　　　advanced	
  LIGO	
  	
  	
  	
  	
  	
  2015年	
  
　　　advanced	
  Virgo	
  	
  	
  	
  	
  2016年	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  iKAGRA	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  2015年末,	
  	
  bKAGRA	
  	
  2017年度末	
  

•  電磁波観測との連携により，重力波検出の信頼度，検出可能距
離が増大する．	
  

•  それと同時に，重力波発生天体の正体を明らかにしたり，メカニ
ズム解明に寄与できる．	
  

•  新学術領域	
  
	
  	
  	
  	
  「重力波天体の多様な観測による宇宙物理学の新展開」	
  
　　国内の天体観測装置との協力体制構築	
  
	
  
•  データ解析システム構築，LIGO-­‐Virgoとの協力関係構築を進める．	
  



End	
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ショートガンマ線バースト	
  
ガンマ線バースト:	
  1ミリ秒から1000秒という短時間だけ，	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  ガンマ線が１日１回程度地球に到達する現象．	
  
長いバースト(Long	
  Burst):	
  継続時間2秒以上	
  
短いバースト(Short	
  Burst):	
  継続時間2秒以下	


GRB070201	
  :	
  SGRB，発生方向：M31の方向	


短いバーストの発生源(候補)：連星中性子星，あるいは	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  中性子星ブラックホール連星の合体	


しかしながら，LIGOでのデータ解析の結果，この	
  
時刻には連星合体重力波は検出できない．	
  
	
  
つまり，M31で起こったコンパクト連星合体現象	
  
ではない（信頼度99%以上で）．	


(アンドロメダ星雲，770kpc)	
  

	
  Astrophys.	
  J.	
  681,	
  1419	
  (2008)	
  

近い!	
  

LIGO	
  S5データ解析	
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Crab	
  パルサー	
  

かに星雲中にあるパルサー（中性子星）	


1054年の超新星爆発で誕生	


自転周波数の減少の原因	
  
	
  	
  ・・・電磁波放射,	
  粒子加速，重力波放射	
  etc.	
  

もし，重力波放射だけで減少しているとすると	


かに星雲	


自転周波数29.78Hz	
  
距離	
  2kpc	
  

LIGO	
  2005-­‐6年の９ヶ月間のデータから	


(上限値)が分かった．	


つまり重力波によるエネルギーロスは小さいということが	
  
初めて直接的に示された．	
	
  Astrophys.	
  J.	
  Le\.	
  683,	
  L45	
  (2008)	
  

LIGO	
  2005-­‐7年の２年間分のデータ解析からは	
  

h < 2� 10�25 	
  Astrophys.	
  J.	
  713,	
  671	
  (2010)	
  



宇宙背景重力波	
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FIG. 2: Comparison of different SGWB measurements and models. The 95% upper limit

presented here, Ω0 < 6.9 × 10−6 (LIGO S5), applies in the frequency band 41.5-169.25 Hz, and is

compared to the previous LIGO S4 result [22] and to the projected Advanced LIGO sensitivity [25].

Note that the corresponding S5 95% upper bound on the total gravitational-wave energy density

in this band, assuming frequency independent spectrum, is 9.7× 10−6. The indirect bound due to

BBN [1, 6] applies to ΩBBN =
∫

ΩGW(f)d(ln f) (and not to the density ΩGW(f)) over the frequency

band denoted by the corresponding horizontal line, as defined in Equation 3. A similar integral

bound (over the range 10−15 - 1010 Hz) can be placed using CMB and matter power spectra [7].

Projected sensitivities of the satellite-based Planck CMB experiment [7] and LISA GW detector

[26] are also shown. The pulsar bound [27] is based on the fluctuations in the pulse arrival times of

millisecond pulsars and applies at frequencies around 10−8 Hz. Measurements of the CMB at large

angular scales constrain the possible redshift of CMB photons due to the SGWB, and therefore

limit the amplitude of the SGWB at largest wavelengths (smallest frequencies) [6]. Examples of

inflationary [9, 10], cosmic strings [4, 5, 15, 16], and pre-big-bang [11, 12, 13] models are also shown

(the amplitude and the spectral shape in these models can vary significantly as a function of model

parameters).

total GW energy density at the time of nucleosynthesis [1, 6]:

ΩBBN =
∫

ΩGW(f) d(ln f) < 1.1 × 10−5 (Nν − 3), (3)

where Nν (the effective number of neutrino species at the time of BBN) captures the uncer-

tainty in the radiation content during BBN. Measurements of the light-element abundances,

11

•  初期宇宙起源・・・インフレーション、宇宙紐、、、	
  
•  天体起源・・・多くの天体起源重力波の重ね合わせ	
  

インフレーション	
  
重力波は	
  
地上検出器	
  
では困難	


LSC-­‐VIRGO	
  ‘09	
  


